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Abstract 
 
As far as we know, cloud computing is a new business 

model and the cloud computing architecture is the famous 
topic recently. Today, everyone enjoy the innovative 
search engine or social network application for new 
Internet services no longer require the large capital 
outlays in hardware to access those service or the human 
expense to operate it. Currently, Google is the largest 
search engine and Facebook is the largest social network 
in the Software as a Service (SaaS). But how them can 
support the huge requests from world thought each 
personal computer, mobile device, and smart phone. In 
this paper, we will try to analysis their backend cloud 
computing architecture to support future SaaS especially 
in large social network. 
 
 
 
1. Introduction 
 

Recently, millions of users share details of their 
personal life with vast networks of friends, and onften 
strangers. The growth and popularity of Social Networks 
(SNs) [9] is unprecedented and pose unique challenges in 
terms of scaling, management and maintenance. Hence 
the cloud technology is very important in SNs domain. 
Some examples include managing and processing on a 
network consisting of hundreds of millions of edges on a 
single machine (e.g.LinkedIn) [5], distributing status 
updates to millions of users (e.g. Twitter, Facebook) [4, 6] 
and managing and distributing user generated content 
(UGC) to millions of users spread geographically [4, 2]. 

 
Traditional framwork is scaling up architecture. But in 

SNs, the scaling up is in general a non-trivial endeavor 

and, the problem is particularly acute due to the rapid 
growth that they can potentially experience. Best practice 
would advice to start with a fully distributed architecture 
to avoid traditional scalability problems. This is, however, 
not always an option due to resource scarcity: there is a 
tradeoff between the application functionality versus 
future scalability. Consequently, common practice is to 
implement a prototype of an SN application to run in a 
scaling out paradigm and then scale it up whenever the 
application – if ever – takes off. 

 
Postponing scalability is dangerous, specially for SNs 

system that can experience an extreme growth. For 
instance, Facebook experienced a growth of 1382% in 
one month (Feb-May 06) [9], on top of the sustained rapid 
growth during previous months. Facebook realized by 
means of considerable down-times that their initial 
architecture was not adequate to sustain traffic generated 
by millions of users. The transition involved a continuous 
redesign and re-implementation of their initial system [6] 
until it finally resembled the prototypical distributed 
architecture depicted in Fig. 1 (left side). The typical 
distributed architecture consists of a number of layers: 
Application logic (Ruby on Rails, Scala), caching 
(Memcache, SQL query caching) and database backend 
(RDBMS clusters, CouchDB, Google’s BigTable or 
Amazon’s Dynamo) that interact through asynchronous 
message passing. In this highly distributed architecture, 
each layer consists of a number of machines devoted to 
perform their respective tasks and scaling up can be 
addressed by increasing the number of servers in each 
layer. 
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Figure 1: Typical DB Architecture vs Social Based Architecture 

 
 
2. Background 
 
2.1. Google and Facebook 
 

In Table 1, Google and Facebook are come form 
education institute. In Fig.2 ,in 2004 , Facebook may have 
a fraction of the employees that Google does, the 
company is gaining increasing attention a potential rival 
to Google as it’s valuation has skyrocketed beyond $30 
billion and it appears to be organizing (and making 
accessible via search) the semantic web. In 2006, there 
are numerous articles published comparing the two 
companies, we thought it would be fun to create a graphic 
depicting the growing tension between the two internet 
giants. 

 
Table 1: Background introduction 

 
 

 
Figure2: Google vs. Faceboo’s history 

 
 
3. Cloud Architecture Comparison 
 

In order to compare Google and Facebook’s cloud 
technology, we will follow below items to compare this 
two cloud service provider that include the business 
model, server hardware, data center and distributed 
architecture. We try to thought the comparison to know 
the future cloud technology trend in the social network 
domain. 

 
3.1 Software as a Service (SaaS) Business Model 
 
    In Table 2, this two service provider have the same 
revenue source. However, in Feb, 2010 Facebook toppled 
Google as the top online destination from internet traffic 
report. That’s mean the social network is more attractive 
than search engine. 
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Table 2: SaaS business model comparison 

 
 
 

 
Figure 3: SaaS business model comparison 
 

 
3.2 Commodity PC Solution 
 
    In Table 3, these two service providers have the similar 
commodity PC server hardware. They used the no 
redundant component PC. They used the application 
redundant and scale-out architecture to fix the hardware 
crash issue. Hence, they use the commodity PC to save 
the hardware cost and investment. The commodity use the 
Direct Current(DC) to avoid the DC to Alternating 
Current transform waste. Additionally, the commodity PC 
embedded the battery to save the UPS investment and 
maintain cost. 
 
 
 
 

Table 3: Server H/W comparison 

 
 
 

 
Figure 4: Included battery H/W to save the UPS cost 

 
 
3.3 Scaling Out Data Center 

 
In below Table 4, these two service providers have the 

similar data center design. They have the low 
measurements of Power Usage effectiveness (PUE). So 
they can fully utilized their power in data center. They 
used the water cooling solution in their rack of data center. 
No UPS to avoid 10%-16% the DC to AC power loss as 
Fig. 6. 
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Table 4: Data Center comparison 

 
 
 
3.4 Distributed file system 

 
They all used the Distributed File System (DFS) on 

the commodity PC. So the have the lowest storage cost. 
Facebook can save the daily 2TB transaction data that 
include photo, messages and log. Google used the Google 
File System (GFS) to save the global web in 3 copies to 
avoid the data crash. Due to the social network can 
leverage the social group concept to partition the data. 
Hence, Facebook introduce data stored in memory 
architecture for data in 2-day to accelerate the 
performance and store the old data (>2-day) in external 
storages 
 

 
Figure 5:Distributed File System 

 
4. Conclusion 

 
This paper has presented how Google and Facebook work 
in cloud technology. Since, in this paper comparison 
reulst, we can conclude that break the above conundrum 
by maintaining the early advantages of common practice 
without incurring in the costs of transition to a fully 
distributed architecture in the case the SN application 
becomes successful. 
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