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The Architecture of Complexity:

Hierarchic Systems

In this chaprer [ should like to report on some things we have been learn-
ing abour particular kinds of complex systems encountered in various sci-
ences. The developments [ shall discuss arose in the context of specific
phenomena, but the theoretical formulations themselves make hittle refer-
ence to details of steucture. Instead they refer primanily to the complexiy
of the systems ander view withour specifving che exacr content of that
complexity. Because of their abstractness, the theories may have rele-
vance—application would be too strong a term—rco many kinds of com-
plex svstems observed n the social, biologcal, and physical sciences.

In recountmg these developments, [ shall avoid techiical detail, which
can generally be tound elsewhere, [ shall describe each theory in the par-
ticular context in which it arose. Then [ shall cite some examples of com-
plex systems, from arcas of science other than the initial application,
which the theoretical frumework appears relevane. In doing so, { shall
make reference to areas of knowledge where [ am not expert—perhaps
not even literate. The reader will have lierle ditficules, I am sure, in distin-
auishing instances based on idle fancy or sheer ignorance from mstances
that cast some light on che ways in which complexity exhibuts itself wher-
ever it is found in nature.

1 shall not undertake a formal definition of “complex systems.™
Roughly, by a complex svstem | mean one made up of a large number of

This chapter s a revision of a paper with the same title, reprinted with permission
from Proceedmgs of the American Philosaphical Society, 106(December 1962}
467432,

L. W, Weaver, in “Science and Compleats,” Amertcan Scientist, J6119481:536,
has distinguished two kinds of compiexitv, disurganized and orpanized, We shall
be concerned primarily with orpanized complexity,
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parts that have many interactions. As we saw in the last chapeer, in such
swstems the whole is more than the sum of the parts in the weak bur
impertant pragmatic sense that. given the properrties of che parts and the
laws of their interaction, it is not a trivial matrer to infer the properties
of the whole.”

The four seetions that follow discuss tour aspects of complexity. The
first offers some comments on the frequency with which complexity takes
the form of hierarchy—the complex system being composed of subsys-
rems that in turn have their own subsystems, and so on, The second sec-
tion theorizes about the relation berween the structure of a complex
system and the time required for it to emerge through evolutionary pro-
cesses; specifically it argues thar hieracchic systems will evolve far more
quickly than nonhierarchic systems of comparable size. The third section
explores the dynamic properties of hierarchically organized systems and
shows how they can be decomposed into subsystems in order to analyze
their behavior. The tourth section examines the relation between complex
svstems and their descriptions.

Thus my cencral cheme is that complexity frequently rakes the form
of hierarchy and that hierarchic systems have some common properties
independent of their specific content, Hierarchy. [ shall argue, is one of
the central structural schemes that the architect of complexicy uses,

Hierarchic Systems

By a hrerarchic systemr, or hierarchy, | mean a system that is composed of
interrelated subsvstems, each of the latter being in turn hierarchic in
structure untll we reach some lowest level of elementary subsystem. In

most systems in nature 1t is somewhat arbitrary as to where we leave off

2. See also John R. Platt, “Properues of Large Molecules thar Go beyond the

Properties of Their Chemical Sub-groups” Journal of Theoretical Biology,
1{19611:342-338. Since the reductionism-holism issue is a major cause de guerre
berween scientises and humanists, perhaps we might even hope that peace could
be negotiated bevween the two cultures along the lines of the compromise just
suggested. As [ go along, Ishall have a little ro say abour complexity in the ares
as well as in the natural sciences. | must emphasize the pragmatism of my holism
to distinguish it sharply rrom the position taken by W. M. Elsasser in The Physical
Foundation of Bivlogy 1New York: Pergamon Press, 1938,
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the partitioning and what subsystems we take as elementary, Physicy
makes much use of the concept of “elementary particle” although par-
ricles have a disconcerting tendeney not ro remain elementary very long.
Ouly a couple of generations ago the atoms themselves were elemencary
particles; today to the nuclear physicist they are complex systems. For
certain purposes of aseronomy whole stars, or even galaxies, can be re-
zarded as elementary subsystems. In one kind of biological research a cell
may be treated as an elementary subsystem; in another, a protein mole-
cule; in still another, an amino acid residue.

Just why a sciencist has a right to trear as elemenrary a subsystem that
is in fact exceedingly complex 15 one of the questions we shall take up.
For the moment we shall accept the fact chac seientists do this all the dme
and chat, if they are caretul scientises, they usually ger away with it.

Etymologically the word “hierarchy™ has had a narrower meaning than
[ am giving it here. The term has generally been used o refer to a complex
system in which each of the subsysrems is subordinated by an authoriry
relarion to the system it belongs to. More exactly, in a hierarchic tormal
organization each system vonsists of 2 “boss™ and a set of subordinate
subsystems. Each of the subsvstems has a “boss™ who is the immediate
subordinate of the boss of the systern. We shall want to consider systems
in which the relations among subsystems are more complex than in the
formal organizational hicrarchy just described. We shall want to include
systems in which there is no relation of subordination among subsystems.
{Inn fact even in human organizations the formal hierarchy exists only on
paper; the real flesh-and-blood organization has many interpare relations
other than the lines of formal authorirv.} For lack of a better cerm [ shall
use “hierarchy™ in the broader sensc introduced in the previous para-
geaphs to refer to all complex systems analyzable into successive sets of
subsystems and speak of “formal hicrarchy” when T want to reter ro che

more specialized concepr.?

3. The marhemarical term “partitioning™ will not do for whart [eall here a hierar-
chy: for the set of subsystems and the sucvessive subsers in each of these define
the partitioning, independent of any sysiems of relatons among the subsers. By
“hicrarchy™ [ mean the pactitioning in conjunction wich the relations that hold
among its pares.
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Social Systems

1 have already given an example of one kind of hierarchy thar is frequently
encountered in the social sciences—a formal organizacon. Business
firms, governments, and uiversities all have a clearly visible parts-within-
parts structure. Bur tormal organizations ace not the only, or even the
mast common, kind of social hicrarchy. Almest all societies have elemen-
tarv units called families, which may be grouped inte villages or tribes,
and these into larger groupings, and so on. If we make a chart of social
interactions, of who talks t¢ whom, the clusters of dense interaction in
the chart will idenrify a rather well-defined hierarchic structure. The
groupings in this srructure may be defined operanionally by some measure

ot frequency of interaction in this sociometric matrix.

Biological and Physical Systems

The hierarchical structure of biological systems is a tamiliar facr. Tak-
ing the cell as the building block, we find cells organized o tissues, tis-
SUES INTO DA, organs into systems. Wichin the cell are well-defined
subsystems—for example, nucleus, cell membrane, microsomes, and
mitowhondria.

The hierarchiv structure of many physical systems is equally clear-cur,
[ have aiready mentioned the two maim serics. At the microscopic level we
have elementary particles, atoms, molecules, and macromolecules. At the
macroscopic level we have satellite systems, planetary systems, galaxies,
Matter is distributed throughout space in a strikingly nonuniform fash-
ion. The most nearly random diseribucions we find, gases, are not random
distributions of elementary particles bur random distributions of complex
systems, that is, molecules,

A considerable range ot scructural rypes 15 subsumed under the term
“hierarchy " as T have defined ir. By this definition a diamond is hierarchic,
for it s a crystal structure of carbon aroms that can be further decom-
pused e prorons, neutrans, and elecrrons. However, it is a very “flac”
hierarchv. in which the number of first-order subsystems belonging to the
crystal can be indefinitely large. A volume of molecular gas is a flat hierar-
chy in the same sense. In ordinary usage we wnd to reserve the word

rem that s divided into a sl or moderate number

“hierarchy™ for a

of subsysterms, cach of which may be further subdivided. FHence we do
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nut ordinarily think of or refer fo a diamond or a gas as a hierarchiy
structure. Similarly a linear polvmer is simply a chain, which may be very
long, of identical subparts, the monumers. Ar the molecolar level it is a
very flar hierarchy.

In discussing formal organizations, the number of subordinates who
report directly to a single bass is called his spas of conerol. 1 shall speak
analogously of the spas ot a system, by which [ shall mean the number
of subsysterns into which i1 is partitioned. Thus a hierarchic system is tlac
at a given level if it has a wide span at that level. A diamond has a wide
span at the erystal level but not at the next level down, the atomic level.

In most of our theory construction i the following sections we shall
focus vur attention on hierarchies of mederare span, but from time to
time | shall comment on the extent o which the theories might or might
not be expected o apply to very flac hierarchies.

There 15 one imporrant ditference berween the physical and biological
hierarchies, on the ane hand, and social hierarchies, on the other. Most
physical and bindogical hierarchies are described in spacial terms, We de-
tect the organelles in a cell in che way we derect the risins in 2 cake—
they are “visibly ™ diffecentiated substruceures localized spatially in the
larger steugture. On the other hand, we propose to identity social hierae-
chies not by observing who lives close ro whom but by observing who
interacts with whom. These two points of view can be reconciled by de-
fining hierarchy in terms of intensity of interaction, but observing thar in
most biological and physical systemns refacively intense interaction implies
relative spatial propinguity. One of the interesting characteristics of nerve
cells and telephone wires is thar they permit very specific strong interac-
tions ar grear distances. To the extent that intcractions are channeled
through specialized communications and transportation systems, spatial

propinquity becomes less determinative of structure.

Symbolic Systems

One very important class of svstems has been omicred from my examples
thus far: sescems of human symbolic production. A book is a hierarchy
in the sense in which T am using that term. 1t is generally divided into
chapters, the chapters into secrions, the secrions into paragraphs, rthe

paragraphs into sentences. the sentences into clauses and phrases, the
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clauses and phrases into words, We may take the words as our elementary
units, or further subdivide thern, as the linguist oiten does, into smaller
unics. If the book is narrative in character, i may divide into “episodes™
instead of secrions, but divisions there will be.

The hierarchic structure of music, based on such units as movements,
parts, themes, phrases, is well known. The hierarchic stracture of prod-
ucts of the pictorial arrs is more diffeult to characterize, but [ shall have
something to say aboue it Tater.

The Evolution of Complex Systems

Let me introduce the topic of evolution with a parable, There once were
two watchmakers, named Hora and Tempus, who manufactured very Ane
watches, Both of them were highly regarded, and the phones in their
workshops rang frequently—new customers were constantly calling
them. However, lora prospered, while Tempus became poorer and
poorer and finally lost his shop. What was the reason?

The watches the men made consisted of abour 1,000 pares each. Tem-
pus had so constructed his that if he had one partly assembled and had
w put it down—ro answer the phone, say—1t immediacely fell to pieces
and had to be reassembled from the elements. The better the customers
liked his watches, the more they phoned him and the more difficult it
became for him o find enough uninterrupred fime to finish a warch,

The warches thar Hora made were no less complex than those of Tem-

pus. But he had designed them so that he could pur together subassem-
blies of about ten clements ecach. Ten of these subassemblics, again, could
be put togecher into a larger subassembly: and a system of ten of the lacter
subassembiies consnitured the whole warch, Hence, when Hora had w
put down a partly assembied warch to answer the phone, he lost only a
small part of his work, and he assembled his warches in only a fraction
of the man-hours it took Tempus.

Ir 15 rather casy o make a quanttative analvsis of the reladve ditficulry
of the tasks of Tempus and [Hora: suppose the probability thar an iner-
ruption will occur, while a pareis being added to an incomplete assembly.
is p. Then the prebabibiey that Tempus can complete a warch he has

started without interruption is (1 — pi*""-—a very small number unless p
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s D001 or less. Fach inteecuption will cost an the avernge the time to
assemble Uip parts ithe expected number assembled betore interruption).
On the other hand, Hora has to complete 1T subassemblies of ten parts
zach. The probabiliey that he will not be wrerrupted while completng
any vne of these is (1 - pi', and each interrupnon will cost only abour
the time required to assemble five pares.?

Now if p is about (.01 —char is, there is one chance in a hundred thar
either watchmaker will be inrerrupred while adding any one part to an
assembly—chen a straighttorward caleuladon shows thar 1w will rake
Tempus on the average about four thousand tmes as long o assemble a
watch as Flora.

We arrive at the estimate as follows:

1. Hora must make 111 times as many complete assemblies per watch as
Tempus: but

2. Fempus will lose on the average 20 times as much work for cach intee-
cupted assembly as Flora (100 parts, on the average, as against 51z and
3. Tempus will complete an assembly only 44 nmes per mullion attempts
(0,995 = 44 x [0, while Hora will complete nine out of ten
10,99 = 9w 107, Henee Tempus will have to make 20,000 as many
attempts per completed assembly as Hora. 19 % 107 1/44 x 1077) = 2
10*. Multiplying these three ratos, we get

4. The specularions on spesd of evolution were first supgested hy H. [acobsons
applicanion of information theory to estmating the time required tor biological
evolution. See his paper “fnformanon, Reproduction, and the Origin of Lite,” in
Awerscan Scientist, 43anuary 19551 119=127, From thermodynamic consid-
crations it v possible to estimate the amount of increase in enteopy that occurs
when a complex sysrem decomposes inte ity elements. iSee for example, R. B.
Setlow and E. Pollard, Melecibar Biophysies (Reading, Mass.: Addison-
Weslew, 19621, pp. 6365, and references aued there.) But entropy is the logarthm
uf 2 probability hence mtormacon. the negarive of entropy, can be interpreced as
the fogarithm of the reciprocal of the probabilicy —the “improbabiliey,™ so to
speak. The essental idea in Jacobsan's medel is that the cxpected ume cequired
for the svstem to reach a particular stare is inversely proportional to the prababil-
ity of the state—hence 1t increases exponentially wich the amount of information

inegencrapy | of che state.

Fallowing, this line of argument, but not incraducing the notion of levels and
stable subassemblies. Jacohson aroved at estimares of the ame requited for evolu-
tion so large as to make the event rather ‘mprobable. Our analysis, carried
through in the same way, bur with artention o the stable trermediate furms,

produces very much sinaller eatimares
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LALTL = 100/ = L9900 39
= 1211 % 20 < 20,000 ~ 4,000,

Biological Evolution

What lessons ean we draw from our parable for biological evolution? Let
us interpret a partially completed subassembly of & etementary parts as
the coexistence of & parts in a small volume—ignoring their relative ori-
entacions, The model assumes thar parts are entering the volume at a con-
stam rate but chat there is a constant probabilicy, g, that the part will be
dispersed before another is added, unless the assembly reaches a stable
state. These assumptions are not particularly realistic. They undoubtedly
undercsdmate the decrease in probabilicy of achieving the assembly with
increase in the size of the assembly. Henee the assumptions understate—
probably by a large factor—the relative advantage of a hierarchic
structure.

Although we cannot therefore take the numerical estimate seriously,
the lesson for hiological evolution is quite clear and direct. The time re-
quired for the evolution of a complex form from simple elemencs depends
critically on the numbers and diseribution of potential intermediare stable
forms. In particular, if there exists a hierarchy of potential stable “subas-
semblies.” with about the same span, s, ac each level o the hierarchy, then
the time required for a subassembly can be expected to be abour the same
ar each level—-that is, proportional to i1 — pi. The time required for
the assembly of a svstem of n elements will be proportiomal to log, 1,
that is, to the number of fevels in the system. One would say—with more
illuserative than literal intent—that the time tequired for the evolution of
multi-celled organisms from single-celled organisms might be of the same
order of magnicude as the time required for the evolution of single-celled
organisms from macromolecules. The same argument could be applied te
the evolution of proteins from amino acids, of molecules from atoms. of
atoms from elementary parnicles.

A whole host of objections to this oversimplified scheme will occur, 1
am sure, to every working biotogist, chemist. and physicist. Before turn-
ing to matters | know mare about, [ shall lay ar rest four of these prob-

lems. Jeaving the cemainder to the attention of the specialises.
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First. in spite of the overtones of the warchmaker pazable, the theory
assumnes no releological mechanism. The complex torms can anse from
the simple ones by purely random processes. 1L shall propose another
moded in a mement that shows this clearly. Direction is provided to the
scherne by the stabiliey of the complex torms, once these come into exis-
tence. Bur chis s nothing more than survival of the fittest—rthat is, of
the stable.

Secomd, not all farge systems appear hicrarchical. For example, most
polymers—such as nylon—are simply lincar chains of large aumbers
of identical components, the monomers. Fowever, for present purposes
we can simply regard such 1 structure as a hicrarchy wirh a span of one—
the limiting case; for a chain of any length represents a state of relarive
equilibrium.’

Third, the evolurionary process does not violare the second law of ther-
modynamics. The evolacion of complex systems from simple elements im-
plies nothing, one way or the orher, about che change 10 entropy o the
entire syster. If the process absorbs tree energy, the complex system will
have a smaller entropy than the clements; if it releases free energy, the
opposite will be true. The former alternative is the one thar holds for mast
biological systems, and the net inflow of free cnergy has to be supplied
from the sun or some other source it the second law of thermodypamics
is not to be vinlated. For the evolutionary process we are describing, the
equilibria of the intermediare states need have only local and not global

stability, and they may be stahle only in the steady state—that is, as long

as there is an external source of free energy that may be drawn npon.®

3. There is & well-developed theory ot polymer stze, based on models of random
assembly, Sew, for example, B f. Flory, Principles of Polvmer Chemistry iIthaca:
Cornell University Press, 19334, chapter 3. Since all subassembiies in the palvmer-
jzation theory are stable, imitarion of molecular growth depends on “poisening”
of terminal groups by impurities or formation of cycles rather than upon distup-
tien of partially formed chains,

6. This point has been mads many times beture, bur it cannort be emphasized too
strongly. For further discussion, see Setlew and Pollard, Maolecular Binphysies,
pp. 49-6+4 E. Schrodinger, Whar {5 Life? (Cambridge: Cambridge University
Press, 19451 and H. Linschitz. *The Informarion Content ot a Pacterial Cell” in
H. Quastler 1ed.i, Injorsration Theory in Biofogy 1Urbana: University of llinois
Press, 19331, pp. 251-262.
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Because organisms are not energetically closed systems, there 15 no wa
to deduce the direction. much less the rate, of evoluton from classical
thermedynamic considerations, All estimaces indicate thar the amounr of
entrapy, measured i physical unies, involved in the tormation of a une-
celled bivlogical organism is reivially smail—about — 10 Mcalidegree.”
The “improbabitity ™ of evolution has nothing to do with this quantity of
encropy, which is produced by every bacterial cell every generavion, The
irrelevance of quanuty of informarion, in this sense, to speed of evolution
can alse be seen from the fact thar exactly as much informarion is re-
quired o “copy” a cell through the reproductive process as ro produce
the first cell through evolunon.

The fact of the existence of stable intermediate forms exercises a power-
ful effect on the evoluton of complex forms that may be likened to the
dramaric effect of catalysts upon reaction rates and sready-state distribu-
tion of reaction products in open syseems.® In neicher case does the en-

rropy change provide us with a guide to system behavior.

Evelution of Multi-Cellular Organisms
We muyst consider a fourth objection to the watchmaker meraphor. How-
ever convincing a model the metaphor may provide tor the evolution of
aromiv and maolecular systems, and even uni-cetlular organisms, ir does
not appear to fit the history of malti-cellular organisms. The metaphor
assumes that complex systems are formed by combining sers of sumpler
systems, but this is not the way in which multi-cellular organisms have
evolved. Although bacteria may, in fact, have been produced by o merging
of mitochondeia wath the cells they inhabited, muli-celluiar organisms
have evolved through multiplication and specializanion of the cells of a
single syscem, rather than through the merging of previousty indepen-
dent subsystems.

Lest we dismiss the metaphor too quickly, however, we should observe

that systems that evolve through specializarion acquire the same kind

See Linschitz, “ The Information Content” This quaneity, 10 -t calidegree, cor-
responds to about 11 bies of intormasion.
8. See H. Kaeser, “Some Physico-chemwal Aspects of Biological Organizanon”
appendix, pp. 191-249, n C. H. Waddingron, The Strategy of the Gones (Lon-
don: George Allen and LUnwin, 12370
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of boxes-within-boxes structure fe.g., a digestive svstem consisting of
mouth, larynx, esophagus, stcomach, small and large intestines. colon: or
a circulatory system consisting of a heart, arteries. veins. and capiilaries!
as is avquired by sysrems that evelve by assernbly of simpler systems. The
next main section ot this chaprer deals with nearly decomposable svstems.
[t proposes that it is not assembly from componenes, per se, but hierarchic
Structure pmdu\_’cd either b_\' d585em My or :pccmltzdtion, thar pruwdes the
porential tor rapid evolarion.

The <laim is that the potential for rapid evolution exists in any complex
svstem thar consists of a set of stable subsystems, cach operating nearly
independently of the detailed processes going on within the other subsys-
tems, hence influenced mainly by the net inputs and outputs of the other
subsystemns. [T the near-decomposability condition is met, the ethciency
af one component [hence its contribution to the organism’s fitness) does
not depend on the detailed structure of other components.

Before examining this claim in detail, however, I should like to discuss
brietly some non-biofogival applications of the watchmaker metaphor to
illustrate the imporrant advantages that hierarchic systems enoy i other

LCITCUmMsSLANCEs.

Problem Solving as Natral Selection

Hierarchy, as well as processes akin to natural selection, appear in human
problem solving, a domain that has no obvious connection with biolagi-
cal evolution. Consider, for example, the task of discovering the proof for
a difficult thearem, The process can be—and often has been—described
as a search through a maze. Starting with the axioms and previcusly
proved theorems, various transformarions allowed by the rules of the
mathemarical systems are arrempred, o obrain new expressions. These
are modified in rarn until, with persistence and good fortune, a sequence
or path of transtormarions is discovered that leads to the goal.

The process ordinarily involves much trial and ereor. Various paths are
tried; some are abandoned, others are pushed further. Before a solution
is found, many paths of the maze may be explored. The more ditficulr
and novel the problem, the greater is likely o be the amount of trial and
error required to find 1 solution. At the same fime the triat and error is
not completely random or blind; it is in fact rather highly selective. The
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new expeessions that are obtained by rranstorming given ones are exam-
ined to see whether they represent progress toward the goal. Indicarions
of progress spur turther search in the same direction; lack of progress
signals the abandonment of a line of search. Problem solving requires se-
Jective rrial and error”

A liele reflection reveals thar cues signaling progress play che same role
in the problem-solving process that stable incermediare forms play in the
biological evolurionary process. [nn fact we can take over the warchmaker
parable and apply it also to problem solving. in problem solving, a parrial
resulr that represents recognizable progress toward the goal plays the role
of stable subassemblw.

Suppose that the task is to open a safe whose lock has 10 dials, each
with 100 possible settings. numbered from 0 to 99, How long will it rake
to open the safe by a blind trial-and-error search for the correct setring?
Since there are 100" possible serrings, we may expect to examine about
one half of these, on the average, before finding the correcr one—that is,
50 billion billion settings. Suppose, however, that the safe 15 defective, so
thata chick can be heard when any one dial is turned o the correct setting,
Now vach dial can be adjusted independently and does not need to be
touched again while the others are being set. The wotal number of setrings
that have ro be tried is only 10 % 50, or 300, The task of opening the
safe has been altered, by the cues the clicks provide, from a practically

impuossible vne o a mvial one,™

9. See A Newell, | C. Shaw, and H. A, Simon, “Empirical Explorations ot the
Lot Theory Machine Proceedings of the 1957 Wesrern foint Computer Con-
ference, February 1937 New York: Instcuee of Radio Engineers); “ Chess-Playing
Programs and the Problem of Complexity,™ IBM Joursal of Rescarch amd Devel-
apment, HOctober 1958):320-333: and for a similar view of problem sulving,
W R. Ashby, “Design for an Intelligence Amplifier,” pp. 213233 in €. E. Shan-
non and J. McCarthy, Awsomata Studies {Princeton: Princeton University Press,
19561,

10, The chcking safe e
an Intelligence Ampliner” p. 230, has called the selectviry involved in situanions
of this kind “selection by components.” The even greater reduction i tine pro-
duced by hierarchization in the clicking safe example, as compared with the
watchmakery oetaphor, is due to the act thar a random search for the correct
combinarion is involved in the former case, while in rhe latter the parts come
rogether i the right neder [0is not lear which of chese metaphors provides the
better model far biological evolucion, but we may be sure rhat the watchmaker's

mple was supplied by I). P Simon. Ashby, “Design for
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A constderable amount has been learned in the past thirty vears abour
the narure of the mazes that represent common human problem-solving
tasks—proving theorems, solving puzzles, playing chess, making invest-
ments, balancing assembly lines, o mention a few. All thar we have
learned about these mazes points to the same conclusion: thar human
problem solving, from the most blundering o the most insighriul, in-
volves nothing more than varying mixtures of trial and crror and selecoiv-
ity. The selectivity derives from various rules of thumb, or heunisties, thar
suggest which paths should be tried tiest and which leads are promising.
W

volved in organic evelution to explain how enormous problem mazes are

Jo not need to postulate processes more sophisticated than those in-
cut down to quite reasonable size (see also chapters 3 and 4).°!

The Sources of Selectivity

When we examine the sources from which the problem-solving system,
ur the evolving system, as the case may be, derives its selecrivity, we dis-
cover that selectivity can always be equated with some kind of feedback
of intormargion from the environment.

Let us consider the case of problem solving frst. There are two basic
kinds of sclectivity, One we have already noted: various paths are tried
out, the consequences of following them are noted, and rhis informarion
is used to guide further search. In the same way in organic evolution vari-
ous complexes come into being, at least evanescently, and rhose that are
stable provide new building blocks for further construction. Ir is this in-
formation about stable configurations, and not free energy or negentropy
from the sun, that guides the process of evolution and provides che selec-
tivity thae is essential to account tar its tapidity.

The sccomd source of selectivity in problem solving is previous experi-
ence. We see this parricularly clearly when the problem to be solved is

nietaphor gives an exceedingly conseevative estimate of the savings due o hier-
archization. The safe may give an excessively high estimare because it assumes all
possible arrangements of the slements o be equally probahle. For an application
of 1 variant of the watchmaker and the dicking safe arguments o structure ac the
molecular level, see I D, Warson, Molecdar Biology of the Gene, 3rd ed. [ venlo
Park, CA: W, A Benjanun, 19761, pp. 117108,

11. A, Newell and H. A, Simen, “Computer Simulanion of Human Thinking,”
Science, § 34iDecember 22, 1961:2011-2017,
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similar to one that has been solved hefore, Then, by simpiy trying again
the paths that led to the earlier solution, or their anatogues. crial-and-
error search is greaely reduced or altogether elimmared.

What corcesponds to this latter kind of informabon tn erganic evolu-
tion? The closest analogue 15 reproduction. Onee we reach the level of
self-reproducing systems, a complex system, when it has onee been
achieved. con be muluplied indefinitely. Reproduction in fact allows the
inheritance of acquired charactenistics, but at the level of genetic marterial,
of vourse; that is, only characreristics acquired by the genes can be inher-
ited. We shall return to the topic of reproduction in the fnal secrion of
this essay.

On Empires and Empice Building

We have not exhausted the caregories of complex systems to which the
watchmaker argument can reasonably be applied. Philip assembied his
Macedonian empire and gave 1t 1o his son, to be later combined with
the Persian subassembly and others into Alexander’s greater system. On
Alexander’s dearh his empire did not crumble co dust bue fragmented into
some of the major subsystems that had composed it

The watchmaker argument implies chat if one would be Alexander, one
should be born into a world where large stable politneal svstems already
exist. Where this condinion was not fulfilled, as on the Scythian and In-
dian frontiers, Alexander found empire building a shippery business. So
too, T. E. Lawrences organizing of the Arabian revolr against the Tucks
was limited by the character of his largest stable building blocks, the sepa-
rate, suspicious desert mribes.

The profession of history places a greater value upon the validated par-
ticudar fact than upon tendentious generalization, 1 shall noc elaborate
upon my fancy therctore bue shall leave 1w to histonans to decide whether
anything can be learned for the interpretation ot history trom an abserace

theory of hierarchic complex systcms.

Conclusion: The Evolutionary Explanaton of Hierarchy
We have shown thus far thar complex svstems will evolve trom simple
svsterns much more rapidly if there are stable mtermediate forms than f

there are nor. The resulting complex forms in che former case wall he
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hierarchic. We have onlv o turn the argument around o explain the ob-
served predominance of hierarchies amony the complex systems nature
presents to us. Amonay possible complex forms. hicrarchies are the ones
thar have the ime w evolve. The hypothesis that complexity will be hier-
archic makes no distinction among very tlar hierarchies, like crystals and
tissues and polymers, and the intermediate forms. Indeed in the complex
SVSTems we encounter in narure examples of both forms are prominent.
A more complete cheory than the one we have developed here would pre-
sumably have something to say about the determinants of width of span
in these systems.

Nearly Decomposable Systetns

In hierarchic systems we can distingutsh between the interactions among
subsystems, on the one hand, and the interactions within subsystems—
that 5. among the pares of those subsyvsterns—on the other. The iterac-
tons at the different levels may be, and often will be, of different orders
of magnitude. In a tormal vrganizarion there will generally be more inter-
action, on the average, between two emplovees who are members of the
same department than between two employees from different depart-
ments. In organic substances intermolecular forces will gencrally be
weaker than molecular torces, and molecular forces weaker than nu-
clear forces.

[n a rare gas the intermolecular forces will be neglgible compared to
those binding the molecules—we can treat the individual particles for
many purposes as if they were independent of each other. We can deseribe
such a system as decomposable into the subsystems comprised of the in-
dividual particles. As the gas becomes denser, molecular interactions
hecome maore significant. Bur over some range we can treat the decompos-
able case as a limit and as a first approximation. We can use a theory of
perfect gases, for example, to describe approximately the behavior of uc-
taal gases if they are not o dense. As a second approximation we may
move 0 a theary of negrlv decompnsable systems, in which the interac-
tions among the subsysrems are weak but not neghyible.

s can be approximated success-

Ar least some kinds ot hierarchic syst
fully as nearly decomposable svstems. The main theoretical findings from
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the appeoach can be summed up in two propositions: 1) in a nearly de-
composable system the short-run behavior of each of the companent sub-

systems is approximately independent of the short-run behavior ot che

other components: {21 i the long run the behavior of anv one of the com-
panents depends in only an aggregate way on the behavior of the ocher
conpenents.

Lec me provide a very conerere simple example of a nearly decompos-
able system.* Consider a building whose outside walls provide perfect
thermal insulation trom the environment. We shall take these walls as the
boundary of our system. The building 15 divided into a large number of
rooms, the walls berween them being good, but not periect, insulators.
The walls berween rooms are the boundaries of our major subsysrerns.
Each room is divided by partinions into a number of cubicles, bur the
partitions are poor insulators. A thermometer hangs in each cubicle. Sup-
pose that ac the time of our first cbservarion of the systern there is a wide
yariation in temperature from cubicle to cubicle and from rovm W
room—the various cubicles within the building are in a state of thermal
disequilibrium. When we take new temperature readings several hours
later, what shall we tind? There will be very little variation in temperature
among the cubicles within cach single room, but there may still be large
temperature variations umong rooms. When we take readings again
several davs later, we find an almost uniform temperature throughour
the building; the temperature differences among rooms have virtually
disappeared.

We can describe the process of equilibrium formally by serring up the
usual equations of heat flow. The equations can be represented by the
matrix of their coethcients, v, where 7, is the rate ar which hear flows
from the ith cubicle to the jth cubicle per degree difference in their tem-

12, This discussion of near decomposabiliry is based upon Ho AL Simon and A
Ande. “Aggregation of Variables in Dyvnamic Systems” Econontetrica, 29 {Aprit
1941):111-138. The example is drawn trom the same source, pp. 117113,
For subsequenc development and applicacdons of the cheory see P J. Courtons,
Decamposahility: Queneing and Compuder Systern Applications | New York, NY:
Academic Press, 19771 Y. Iwasaki and H. AL Simon. “Causality and Model Ab-
straction.” Arstficiol [ntelligence. 6719941 143-194: and . F. Rogers and R. D.
Plante, “Estimaring Equilibrium Probabilites for Band Diagonal Markov Chains
Using Apgregation and Disaggregation Techniques,” Computers in (perations
Research, J0019931:8 578"
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Al A2 A3 | Bl B2 C1 c2 C3

AL — 100 — | 2 99— — _—
A2 100 — 100 1 1| — - —
A3 - 100 — . — 2| —
Bl 2 1 — | — 100 2 |
B2 — 1 2 — | 1 2
a1 — — — |z — | w —
cz — — — t 1100 — 100
a3 - = == 2|~ 100 —
Figure 7

A hypothetical nearly decomposable system. In terms of the heat-exchange ex-
ample of the text. A1, AL and A may be interpreted as cubicles in one rovm, Bl
and B2 as cubicles in a second room, and C1, C2.and C3 as cubicles in a third.
The matrix entries then are the heat ditfusion coefficients between cubicles:

Al Bl Cl
A2 c2
A3 B2 3

peratures. If cubicles 7 and j do not have a common wall, r, will be zero.
If cubicles ¢/ and 7 have a common wall and are in the same room, r, will
be large. If cubicles § and ; are separated by the wall of a room, 7, will be
nonzero bur small. Hence, by grouping rogecher all the cubicles that are
in the same room, we can arrange the matrix of costhicients so that all its
large elemencs lic inside a string of square submatrices along the main
diagonal. All the elements ourside chese diagonal squares will be cither

zero or small {see figure 7

. We may take some small number, &, as the
upper bound of the extradiagonal elements, We shall call a mavrix having
these properties a nearly decomposable matrix.

Now it has been proved thar a dynamic system rhat can be described
by a nearly decomposable mareix has the properties, stated earlier, of a
nearly decomposable svstem. [n our simple example of heat flow chis
means that in the shore run cach room will reach an equilibrium rempera-
ture {an average of the initial temperatures of its offices) nearly indepen-
denely of the others and that each room will remam approximarely in
a state of equilibrium over the longer period during which an over-all
cemperature equilibrium s being established throughout the building.
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Afeer the intra-room shorr-cun equilibria have been reached, a single ther-
mometer in each room will be adequate to deseribe the dynamic behav-
ior of the entire svstem—separate thermometers in cach cubicle will be

supertluous.

Near Decomposability of Social Systems

As a glance ar Rgure 7 shows, near decomposability is a rather strong
property for a matrix to possess, and the matrices that have this property
will describe very special dynamic svstems—vanishingly few systems out
of all those that are thinkable. How few they will he depends of course
on how good an approximation we insist upon. It we demand that epsilon
be very small, correspandingly few dynamic systems will fir the definition.
Bur we have already seen that i the natural world nearly decomposable

svstems in which each variable

systems are far from rare, On the contrary,
is linked with almost equal strength with almost all other parts of the
system are far rarer and less typiai.

[n economic dynamics the main variables arc the prices and quanti-
ties of commaodities. It is empirically true that the price of any given
commaediry and the rate ar which it 15 exchanged depend to a significant
extent only on the prices and quantities of a few other commodities, ro-
gether with a few other aggregate magnitudes, like the average price level
or some over-all medsure of economic acdvity. The large linkage coeffi-
cients are associated in general with the main tlows of raw marerials and
semifinished products within and berween induseries. An inpuc-ourpur
matrix of the economy, giving the magnirudes of these flows, reveals che
ncarfy decomposable siructure of the system—with one qualification.
There is a consumption subsystern of the economy that is linked strongly
to variables in mosr of the other subsvstems. Hence we have o modify
our notions of decomposability slightly to accommodate the special role
of the consumpeion subsystem in our analysis of the dynamic behavior of
[hC CCOnomy.

In the dynamics of social systems, where members of a system commu-
nicate with and inHuence other members, near decomposability is gener-
ally very prominent. This is mosz obvious in formal organizanons, where
the formal authority refation connects each member of the organization
with one immediate superior and with a small nember of subordinaces.
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Of course many communications n organizations follow other channels
than the lines of formal authority. But most of these channels lead from
any parcicular individual 1o a very limited number of his superiors, subor-
dinates, and associates. Henve departmental boundaries play very much
the same role as the walls in our heat example.

Physicochemical Systems

In the complex systems familiar in biological chemistry, a similar struc-
ture is clearly visible. Take the atomuc nuclei in such a system as the ele-
mentary parts of the system, and construcr a marrix of bond strengths
berween elements. There will be martrix elements of quite different orders
of magnitude. The largest will generafly correspond o the covalent
bonds, the next to the ionic bonds, the third group to hydrogen bonds,
still smaller linkages to van der Waals forces.!" If we select an epsilon just
a lirtle smaller than the magnitude of a covalent bond, the systern will
decompose into subsystwems—the constituenr molecules, The smaller
linkages will correspond to the intermolecular bonds.

It is well known that high-energy, high-frequency vibrations are associ-
ated with the smaller physical subsystems and low-frequency vibrations
with the larger systems ineo which the subsystems are assembled. For ex-
ample, the radiation frequencies associated with molecular vibrations are
much lower than those associated with the vibrations of the planerary
electrons of the atoms; the latter in turn are lower than those associated
with naclear processes.™ Molecular systems are nearly decomposable sys-

tems, with the short-run dynamies relating ro the internal structures of

13. For a survey of the several classes of molecelar and intermolecular forces,
and their dissociation energies, see Setlow and Pollard, Molecslar Biophysics,
chaprer 6. The engrgies of typical covalent bonds are of the order of 80-100 k
cal/mole, of the hydrogen bonds, 10 k calimele. lonic bonds generally lie between
these two levels; the bonds due to van der Waals forces are lower in energy.

14. Typical wave numbers for vibrations associated with various systems [the
wave number is the reciprocal of wave lenprh, hence proportional to frequency):
Steel wire under tension—10" " to 10 “cm !

Molecular rotations—10° to 107 ¢ ™!

Molecular vibranons— 107 o 10% em™!

Planerary electrons—10% to 107 v

Nuclear retations— 10% to 10" ™!

Nuclear surtace vibrations— 10! ro 10 cm~*
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the subsystems and the long-run dynamics the interactions of these
subsystems.

A number of the important approximacions cmployed in physics de-
pend for their validity on the near decompesabilicy of the systems studied.
The theory of the thermodynamics of irreversible processes. tor example,
requires the assumption of macroscopic disequilibrium bur microscopie
equilibrium, exacrly the situation described in our heat-exchange ex-

ample.”* Similarly computations in guantum mechanics ace often handled
by treating weak intersctions as producing perturhations on a system of

strong interactions.

Some Observations on Hierarchic Span

To understand why the span of hierarchies is sometimes very broad—as
in crystals—and sometimes narrow, we need to examine more detail of
the interactions. In general the crincal consideration is the extent w which
interaction berween two {or o few) subsystems cxcludes interaction of
these subsvstems with the others. Let us examine first some physical
examples.

Consider a gas of identical molecules, each of which can form covalent
bends in certain ways with erhers. Let us suppose that we can assaciate
with cach atom a specific number of bonds that it 15 capable of maw-
taining simultaneously. (This number is obviously related to the number
e usually call s valence.) Now suppose that two atoms join and chat
we can also associate wich the combinarion a specihc number of external
bonds it is capable of maintaining. If chis number is the same as the num-
ber associated with the individual atoms, the bonding process can go on
indefinitely—the aroms can torm crystals or polymers of indefinite ex-
ent. If the number of bonds of which the composite s capable is less
than the number associated with cach of the parts, then the process of
agglomeranion must come to a hale.

We need only mention some elementary examples. Ordinary gases
show 1o tendency to agglomerate, because che multiple bonding of atoms
~uses up” their capacity tw ineract. While each oxygen atom has a va-
leace of vwu, the (3, molecules have a zero valence. Contrariwise, indeh-

15, 5. R, de Groot, Thermodyranivs of Drreversible Processes (New York: tnter-
Lpp. 11-120

science Publishers, 195
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nite chains of single-bonded carbon aroms can be built up. because a
chain of anv number of such aroms, each with rwo side groups, has a
valence of exacrly two. .

Now what happens if we have a system of elements that possess both
strong and weak interaction capacities and whaose scrong bonds are ex-
hauscible through combination? Subsvseems will form, uneil all the capac-
ity for strong interaction is utilized in cheir conscruction. Then these
subsystems will be linked by the weaker second-order bonds into larger
systerns. For example, a water molecuie has esseatially a valence of zcmkg
all che potential covalent bonds are fully occupied by the interacrion
of hydrogen and oxvgen molecules. But the geomerry of the molecule cre-
ates an electric dipole that permits weak interaction between the water
and sales disselved in it—whence such phenomena as ins elecrrolytic
conducriviry. 4

Similarly it has been abserved thar, although electrical forces are much
stronger than gravirational forces, che latter are far more importane than
the former tor svstems on an astronomical scale. The explanation of

course

that the electrical torces, being bipolar, are all “used up™ in the
linkages of the smaller subsystems and chat significant ner balances of
positive or negative charges are not generally found in regions of macro-
scopic size.

In social as in physical systems there are generally limics on the simulta-
neous interacrion ot large numbers ot subsystems. [n the social case these
limits are related to che facr that a human being 15 more nearly a sertal
than a parallel information-processing system. He or she can carry on
only one conversation at a time. and although this does noc limit the size
of the audience to which a mass communicarion can be addressed, it does
limit the number of people simultanenusly involved in most other forms
ot social interaction. Apart from requirements of dircet ineeracrions, most
roles impose tasks and responsibilities that are time consuming. One can-
rot, for example, enact the role of “friend™ with large numbers of other
people,

It is probably true thar in secial as in physical svstems che bigher-

frequency dynamics are asseviated with the subsvstems and the lower-

16, Sce. for example. L. Pauling, Geverdd Chemsery (San Franaseo: W, H, Eree-
man, 2nd ed.. 19530, chapter 13
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frequency dynamics with the larger systems, le is generaliv helieved, fur
example, thar the relevant planning hocizon of executives 15 longer, the
higher their location the organizational hierarchy. It is probably also
rrue that both the average duration of an interavtion between executives
and rthe average interval berween interactions are greater at tugher than

lower levels.

Summary: Near Decomposability

We have seen that hierarchies have the property of near decomposability.
Intracompenent linkages are generally stronger than intercomponent
linkages. This fact has the effect of separating the high-trequency dynam-
ics of a hierarchy—involving the internal structure of the components—
from the low-frequency dynamics—involving mMteraction among compo-
aenrs. We shall turn next o some important consequences of this separa-

Gon for the description and comprehension of complex systems.
Biological Evolution Revisited

Having examined the properties of nearly-decomposable systems, we can
aow complere our discussion of the evolution of mult-cellular organisms
through specialization of tissues and orguns. Anorgan performs a specific
set of funcrioms, each usually requiring continual interaction among irs
component parts (2 sequence of chemical reactions, say, each step em-
ploying a particular enzyme for its execution). [t draws raw matenals
from other paris of the organism and delivers products to other parts, but

these input and ourput processes depend only m an aggregate way on
what is occurring within each specific organ. Like a business firm in an
economic market, cach organ can perform its functions in blissful igno-
rance of the derail of activity m other organs, with which irs connected
by the digestive, circulatory, and excrerory systems and other transport
channels.

Expressing the matter slightly differently, changes within an organ at-
fevt the other parts of the organism mainly by changing the relation be-
rween the guantities of ourputs they produce and the mpurs thev regure
ithat is, their overall efficiencvi. Thus, biological organisms are nearly-
decomposable: the interactions within umts at any level are eapid and

intense in comparison with the interactions betreeen umts at the same
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level. Tnventories of various substances, held in the circulatory system or
i special 1

ues, slow down and buffer effects of each unit on the others.
In the short run. single units iv.g., single organs} operate neacly indepen-
denely of the detail of operation of the other units.

Within the Darwimian framework of narural selection there is no way
in which the fitness {efficiency} of individual tissues or organs can be sc‘p‘-

arately evaluared; fitness is measured by the number of offspring of the
entire organism. Evolution 1s like a complex experiment, with firness as
the sule dependent variable, and the structuees of the individual genes as
independent vanables. The goal of the process 1s o compare the contribu-
tion to total fitness of alternative torms (alleles) of each gene—and of
combinations of these alternatives tor sets of genes.

If, in fact, the fitness of a particular gene depended on which alleles of
all the other genes it was combined with, the combinatorics, involving
wns of thousands of genes in complex organisms, would be staggerng,
and the problem of measuring the contribution of a particular allele to
fitness would be overwhelming.'™

With near-decompusability, we can assume that the refarive ctficiency
of two ditterene designs tor the same organ (e.g., two different gene se-
quences with the same functon] is approximately independent of which
varianrs ef other organs are present in the organism. The total Hmess is
essentially an additive measure of the nearly independent contributions
of the individual organs. Essenvally, we obtiin the advantages of the
clicking safe: the “correct” setting of each dial {the genes goveraing one
organ’s processes) can be determined independently of how the other dials
are currently set. The search 1s for effective sets of organs instead of effec-
tive sets of wdividual genes,

Encugh is known todav about the architecture of the genome w0 be

reasonably certain that it has a hicrarchical control structure mapping

reasonably closely to the hierarchy of processes in the organism.' Of

17. With onlv rwo alleles for each of N genes, 2¥

alternatives would have o be
evaluated by selection, This 1a equivalenr, in the warchmaker metaphor, to assemn-
bling 2% parrs without intereuption. For an organism with even a thousand genes,
say, change by natural selection would be exteemely slow, even on a grologival
scale.

18. F Jacob and J. Monod. “Genene Regulatory Mechanisms in the Synchesis of
Protewns,” Molecular Binlogy, 31136143 18-56.



I

e

e The Architectrire ol Complexity

ogs simplification of the toral picture in any actual vr-

course, this s a g
ganism. In addition o the genes thar operate in particular organs turned
on and off by vonteol genes), there are also the genes that determine the
more general merabolic processes that are found within ali the cells. Bur
these common intra-cellular processes are at the cell level of the hierarchy,
helow the Level of nssues and oegans, and again the corresponding genes
can be supposed to operate nearly independently of thuse that control

specialized processes in specific organs.™
The Description of Complexicy

If you ask a person o draw a complex objecc—such as a human face—
he witl almost alwavs proceed in a hierarchic fashion.” First he will out-
line the face. Then he will add or insert features: eyes, nose, mouth, cars,
fair. If asked o elaborate, he will begin to develop details for each of the
features—pupils, evelids, lashes for the eves, and so on—until he reaches
the limits of his anatomical knowledge. His information about the object
is arranged hierarchically in memory, like a ropical outline.

When mformation is put in outline form, it is easy to include informa-
tion about the relations among the major parts and informarion about the
internal relations of pares in each of the suboutlines. Detailed information
abour the relations of subparts belonging to ditferent parts has no place
in the ourline and is likely to be lost. The loss of such information and
the preservation mainly of information about hierarchic order is a salient
characteristic thar distinguishes the drawings of a child or someone un-
trained in represcntation from the drawing of a tramed artist. (L am speak-

ing of an artist who is srriving for representation.)

19, How hicearchical architectures of these kinds can be introduced into the ge-
retic algorithms discussed in chapeer 7, in order t speed up their rates of learning
or wvolution, is discussed by John 11 Hobland in Adepeation in Nuatural and Arte-
fcial Systems {Ann Acbar, ME The University of Michigan Press, 19751 See espe-
cially pp. 167-168 and 152-153.

20, George A, Miller has coilected protocols from subiects who were grven the
task of drawing faces and finds that they behave in the manner descnbed here
Iprivate communication;. See also E.H. Gombrich, Art and [Hoswn {New York:
Panthean Books. 19601, pp. 291-296,
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Near Decomposability and Comprehensibility
From our discussion of the dvnamic properties of nearly decomposable
systems, we have seen that comparatively lirtle intormation is lose by rep-
resenting them as hierarchies. Subpares belonging to different parrs: only
interact in an aggregative fashion—rhe detail of cheir interaction can b;:
ignered. {n studying che interaction of two lurge molecules, generally we
do not need to consider in detail the interactions of nuclei of the Jt'oms
belonging to the one molecule with the nuclei of the atoms belonging o
the other. In studving the interaction of twa nations, we do not nce& to
study in detail the interactions of cach citizen of the frst with each citizen
of the second.

The tact then that many complex

ystems have a nearly decomposable,
hierarchic structure 15 4 major facilitating factor cnabling us o undes-
stand, describe, and even “see” such systems and their parts. Or perhaps
the proposition should be pur the other way round. If there are imporrant
systems in the world that are complex withour being hierarchic, they may
w a considerable exrenc escape our observation and undersranding. An-
alysis of their behavior would invelve such detailed knowledge and caleu-
lation of the interactions of thetc elementary parts that it would be bevond
our capacities of memory or computation.”

21, I believe the fallacy in the central thesis of W. M. Elsasser’s The Physical
Foundation of Biodogy, mentioned earher, lies in his ignoring the simplification in
description of complex svstems that derives from theie hserarchic strucrure. Thus
(p. 1351

It we now apply similar arguments to the coupling of enzymaric reactions with
the substratum of protein molecnles, we see that over a sufficient period of time,
the information corresponding to the structueal derails of these molecules will be
communicared to the dynamics of the cell, 1o higher levels of organizadon as it
were, and may influence such dvnamics. While this reasoning s only qualitative, it

lends credence to the assumpuon that in the living organism, unlike the inorganic
crystal, the effects of microscopic struceure cannot be simply averaged oug; as time
gows on this influence will pervade the behavior of the cell “ar all levels.”

But from our discussion of near decomposability it would appear thar those
aspects of microstructure thac controd the slow developmenral aspects of organis-
mic dynamics can be sepacated out from the aspeets char control the more tapid
cellular metabolic processes. Foe this reason we should not despair of unraveling
the web of causes. See also [. R, Plar’s review of Elsassec’s book in Perspertives
in Biology wad Medrcing, 2019591243243,




208 The Architectire of Complexity

1 shail not try to seetle which is chicken and which is egg: whether we

are able ro understand the world because ic is hierarchic or whether it

appears hicrarchic because those aspects of it which are not elude our

understanding and observation. [ have already gmven some reasons tor

suppousing thar the former s ar least halt the truth—rthar evolving com-

plexity would tend to be lerarchic—but 1 may not be rhe whole teuth,

Simple Descriptions of Complex Systems

One might sappose that the descriprion of a complex system would iself

be a complex structure of symbols—and indeed it may be just that. But

there is no conservation law char requires that the description be as cum-

bersome as the object described. A trivial example will shew how a

svstem can be described economicatly. Suppose the system is 4 two-

dimensional array like this:

A B MNRS HII
¢ DoP T U K
MNABHI RS
oPCDJ KTU
RS HI A B8 MN
TUJ KCDOP
HI RS MNAB
J KT UOPCD
AB RS

Let us call the array CDl a, the arr 1 m, the array TUI 1 and the

acray . Let us call the array ‘:: w, and the array r;:_ x. Then the
e

1LX

entire array is simpls

While che original structure consisted of 64

symbols, iz requires only 35 to write down its description:

ant
W=
i
AB MN
= =
T oP

5=

e

XLt

rh

T by
_Rs b= Hf
TU JK
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W achieve the abbreviation by making use of the redundancy i the origi-

- AB| . .
nal structure. Since the partern op tor example, oceurs four times in

the tetal pattern, it is economical to represent it by the single symbol, a.

tf a complex structure is completely unredundant—if no aspect of its
structure can be inferred from anv other—rthen it is its own simplest de-
scription, We can exhibit it, but we cannot describe it by a simpler struc-
ture. The hieracchic structures we have been discussing have a high degree
of redundancy, hence can often be described 1n economcal terms. The

redundancy takes a number of forms, of which [ shall mention three:

. Hierarchic systems are usually compesed of only a few different kinds
of subsystems in various combinations and arrangements. A familiar ex-
ample 15 the proteins, their multitudinous variety arising trom arrange-
ments of ouly oweney ditferent amino acids. Similacly the ninetv-odd
elements provide ali the kinds of building blocks needed for an infinire
varicry of molecules. Hence we can consteuct our description trom a re-
stricted alphzbet of elemenrary terms corresponding to the basic set of
elementarv subsystems from which the complex system is generated.

2. Hierarchic svstems are, as we have seen, often nearly decomposable.
Hence only aggregative properties of their parts enter into the description
of the interactions of those parts. A generalizarion of the notion of near
decompoesability might be called the “empry world hypothesis”—most
things are only weakly connecred with most other things; for a tolerable
description of reality only a tiny fraction of all passible inreractions needs

- 1o be raken inro account. By adopring a descriptive language thar allows

the absence of something to go unmentioned, a nearly empty world can
be deseribed quite concisely. Mother Hubbard did not have to check off
the list of possible contents to say that her cupboard was bare.
3. By appropriare “recoding,” the redundancy that iy present but uncbvi-
ous in the seructure of a complex system can often be made patenr. The
commonest recoding of descriptions of dynamic systems consists in re-
placing a description of the time path with a description of a differental
law that generates that path. The simpliciry resides it a constant relation
hetween the state of the system at any given time and the state of the
system a shore time later. Thus the scrucrure of the sequence 1337911
_is most simply expressed by observing thar each member is obtained
by adding 2 to the previous one. But this is the sequence that Galileo
found to describe the velocity ar the end of successive time intervals of a
ball rolling down an inclined plane.







210 The Architectiere of Complexity

It is a fambiar propasition that the task of science is to make use of
the world’s redundancy to desenibe that world simply. | shall nor pursue
the general methodological peint here, but 1 shall stead take a closer
loek at two main types of description that seem o be avaitable o us
in seeking an understanding of complex systems. T shall call these state

description and process description, respectively.

State Descriptions and Process Descriptions

A circle is the locus of all points equidistant from a given point.” “To
construct a circle, rorate a compass with one arm fixed unul the other
arm has returned 1o its starting poine.” It is implici in Euclid chat if you
carry out the process specified in the second sentence, you will produce
an object that satisfies the definition of the first. The first senrence is 2
srate descriprion of a circle; the second, a process descriprion.

These rwo modes of apprehending structures are the warp and welt of
our experience. Pictures, blueprints, most diagrams. and chemical struc-
turad formulas are stare descriptions. Recipes, differential equations, and
equations for chemical reacrions are process deseriptions. The former
chacacterize the world as sensed; they provide che criteria for identitying
ubjects, uftent by modeling the objects chemselves. The latter characterize
the world as acted upon; they provide the means for producing or gener-
ating obecrs having the desired characteristics.

The distinction berween the world as sensed and the world as acted
upon defines the basic condition for the survival of adapuve organisms.
The organism must develop correlanions between goals in che sensed
world and actions in the world of process. When they are made conscious
and verbalized, these correlations correspond to what we usually call

means-ends analvsis. Given a desired state of affairs and an existing state

of affairs, the rask of an adaprive organism is to find the difference be-
wween these nwo staees and then to find the correlating process chat will
erase the ditference.”

Thus problem solving requires continual translation berween the srate

and process descriptions of the same complex realicv. Plato, in the Meno.

220 See ML Simor and Newell, "Simulation of Human Thinking,” in M.
Greenberger wed 1, Management and the Computer of the Fregure {New York: W1-
fey, 19624, pp. 95-1 14, esp. pp. 110 ft.
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argued that all learning 1s remembering. He could not otherwise explain
how we can discover or recognize the answer to a problem unless we
already know the answer*' Our dual relation 1o the world s the source
and solution of the paradox. We pose a problem by giving the state de-
scription of the soluton. The task is to discover a sequence of processes
that will produce the goal state from an wnidal state. Translation from the
process description to the state description enables us to recognize when
we have succeeded. The solution is genuinelv new tw us—and we do not
need Plato’s theory of remembering to explain how we recognize it
There is now a growing body of evidence that the actviey called human
problem solving is basically a form of means-ends amalysis that aims ac
discovering a process description of the path chat leads o a desired goal.
The general paradigm is: Given a blueprint, to find the corresponding
recipe. Much of the activity of science is an applicarion of thae paradigm:
Given the descriprion of some natural phenomena. ro find the ditferential

equations for processes that will produce the phenomena.

The Description of Complexity in Self-Reproducing Systems

The problem of Bnding relatively simple descripuions tor complex svstems
is of interest not only for an understanding of hurman knowledge of the
world bur also for an explanation of how a complex system van repro-
duce itself. In my discussion ot the evolution ot complex systems, [
rouchied only briefly on the role of self-reproduction.

Atoms of high atomic weight and complex inorganic molecules are wit-
nesses o the fact rhat the evelution of complexiey does not imply self-
reproduction. [f evolution of complexity from simplicity is sufficiendy
probable, it will eccur repeatedlys the statistical equilibrium of the system
wiil find a large fraction of the elemenrary particles participaring in com-
plex systems.

If, however, the existence of a particular complex torm increased the
probability of the creation of another form just like i, the squilibrium
berween complexes and components could be greatly altered 0 favor of

the former, If we have a description of an object that is sufhicienty clear

23, The Works of Plato, B, Jowett, translizor iNew York: Dial Press, 193675 vol.
3.pp 26=35 See 1AL Simon. “Bradie on Pularst on the Meno Paradox” Phdos.
oty of Science, 3119761 147=1510.
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and complete, we can reproduce the abject from the descriprion. What-
ever the exact mechanism of reproduction, the description provides us
with the necessary informarion.

Now we have seen that the descriptions of complex systems can take
many forms. In pardcular we can have state descriptions, or we can
have process descriptions—Dblueprings of recipes. Reproducrive processes
could be built around either of these sources of information. Pechaps the
- is for the complex system to serve as a description af

simplest possibilit
itself—a template on which & copy can be tormed. One of the most plau-
sible current theories, for example, of the reproduction of deoxyeibonu-
cleic acid (DNA] proposes that a DNA melecule, in the form of a double
helix of matching parts each essentially a “neganve” of the other], un-
winds 1o allow each half of the helix ro serve as a template on which a
new marching half can form.

On the other hand, cur cucrent knowledge of how DNA controls the
metabolism of the organism suggests that reproduction by template s
oniv one of the processes mvolved. According to the prevailing theory,
DNA serves as a template both for itself and for the related substance
ribonucleic acid [(RNAJ RNA in turn serves as a template for protein.
Bur protems—according 1o current knowledge—guide the erganism’s
metabolism not by the remplite method but by serving as catalysts to
govern reaction rates in the cell. While RNA is a blueprinr for protein,

protein is a recipe for metabolism.

Onsogeny Recapitulates Phylogeny

The DNA in the chromosomes of an organism contains some, and per-
haps most, of the information char is needed ro determine its development
- We have seen chat, if current theories are even approximately

correct, the mformartion is recorded not as a state description of the oc-

and acrivit

ganism bur as a series of “instructions™ tor the construction and mainre-

nance of the organism from nutrient marerials. 1 have already usued the

24, . B, Anfinsen, The Molecular Basis of Evalution {New York: Wiley, 19991,
chaprers 3 and 10, will qualify this sketchy, oversimplihed account. For an imag-
native dicussion of soimie mevhanisms of process description that could govern
molecular structure. see [0 H. Pater, On the Origin of Macromalecular $e-
quenves,” Biophysical Jowrrad, 11196 1:683="10.
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metaphor r:l'a recipe; 1 vould equally well compare it with a compurter
program, which 1s also a sequeace ot instructions governing the construc-
tion of symbolic structures. Let me spin out some of the consequences of
the latter comparison.

If genetic material is a program—viewed in its relation to he organ-
ism—it is a program with special and peculiar properties. First, it is a
self-reproducing program; we have already considered its possible COpY-
ing mechanism. Second, it is a program that has developed by D;\rmni;n
cvelution. On the basis of our watchmakers argument, we may assert
that many of 1ts ancestors were also viable programs—oprograms for the
subassemblies.

Are there any other conjectures we can make abourt che structure of chis
program? There 1s a well-known generalization in biology thac is verbally
50 neat that we would be reluctant to give 1t up even 1f the facts did I'IU-T
support it: ontogeny recapitulaces phylogeny. The individual organism in
its development goes through stapes thar resemble some of its ancestral
forms, The fact that the human embryo develops gill bars and then mod-
ifies them for other purposes is a tamiliar p:

icular belonging to the gen-
eralizacion. Biologists today like to emphasize the gualifications of the
principle—that ontogeny recapitulates only the grossest aspects of phy-
logeny, and these only crudely. These quahifications should nor make us
luse sight of the fact thar the generalization does hold in rough approxi-
mation—it does summarize a very significant set of facts about the organ-
ism's development. How can we interpret these faces?

One way o solve a complex problem is w reduce i@ to a problem pre-
viously solved—rto show whar steps lead from the earlier solution w a
solution of the new problem. [f around the rrn of the century we wanted
o instruet a workman o make an auromobile, perhaps the simplest way
would have been to tell him how v modify a wagon by removing the
singletree and adding 1 moter and transmission. Similarly a genetic pro-
gram could be alrered in the course of evolution by adding new processes
that would modify 1 simpler form mnto a more complex one—to con-
struct a4 gastrula, take a blastula and aleer ic!

The genetic description of a single cell may therefore take a quite dif-
ferenr form from the genetic description that assembles cells into a

muldcelled organism. Multiplicazion by cell division would require as a
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minimum 2 state description ithe DNA, sav), and a sunple “inerpretive
that copies this Je-

provess” —=t¢ use the term from computer language
scription s a pare of the larger copying process of vell division. Buc such
2 mechanism clearty would not suffice for the differentiasion of cells in
development. It appears more namural w conceptualize that mechaaism
a5 based on a process desceiption and a somewhat more complex mter-
pretive provess that produces the adult organism ina sequence of stages,
cach new stage in development representing the cffect ot an operator
upon the previous one.

It is harder to conceprualize the interrelation of these two descripnions.
Interrelated they must be, for enough has been learned of gene-enzyme
mechanisms to show thar these play a major role i development as in
cell merabolism. The single clue we obtain from our earlier discussion is
that the description may jself be hierarchical, or nearly decomposable, in
structure, the lower levels governing the fase, “high-frequency” dynamics
of the individual cell and the higher-level inreractions governing the slow,
“low-frequency ™ dynamics of the developing mulricellular organism.

There is a rapidiv growing body of evidence that the genetic program is

an differenniate the generic

organized int this way.”* To the exwent thar we
informarion that governs cell merabolism from the genetic information
that governs the development of differentiaced cells in the multicellular

organization, we simplify cnormously—as we have already seen—our

5. For extensive discussion of chese matters, see [, D. Watson. op. cit., especially
chapters 8 and 14. For a review o some of the early evidence, see P E. Hartman,
“Transduction: A Compazative Review,” m W DL MeElroy and B Glass feds.,
The Chemical Basis of Heredity (Baltimore: Johns Hopkins Press, 19571, pp.
4422454 Evidence For differental activity ot genes in differenc sissues and at
different stages of development is discussed by | G, Gal, “Chromuosomal Differ-
entiation,” in W, D. McElroy and B. Glass (eds.), The Chemtical Basis of Develup-
ment Baltimare: Johns Flopkins Press, 19335, pp. $03-138, Finally, w model very
Iike thar proposed heee has been independencly. and far more fully, outlined by
J. B, Placr, “A ‘Book Model® af Genetie Informacion Transter in Cells and Tas-
sues;,” 1 M. Kasha and B. Pullinan 1eds ). Horrzons in Biochertstry (New York:
Academic Press, 19621, pp. 167=187. Of course this kind of mechanism is not
the only ane in which development could he comtrotled by a process deseription.

Inducrion. in the form emisaged in Spemanns wrganizer theory, 1s based on a
process descniption in which metabolites in already formed rissue cuntol the next
stages of development.
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task of thearerical deseripnion. Bur Thave perhaps pressed this speculation
far encugh

The generalization that we might expect ontogeny partially to recapitu-
late phyvlogeny in evolving systems whaose Jescriptions are stored in g pro-
cess language has applications oucside the reabmn of biology, 1t can be
applied as readily, for example, to the ransmission of knowledge n the
educational process. In most subjecs, parricularly in the mpidl_\-.admm—
ing sciences. the progress trom elementary to advanced courses is 10 a
considerahle extent a progress through the concepeual history of the sci-
ence itseff. Forunately the recapirulation is seldom literal—any more
than it 1510 the biologieal case. We do not weach the phlogiston theory in
chemistry in order later to correct it. (Lam not sure [ could not cite ex-
amples in ocher subjects where we do exactly that.h But curriculum re-
visions that rid us of the accumulations of the past are infrequent
and painful. Nor are they always desirable—parnal recapirulution mav,
in many instances, provide the most expeditious route o advanced
knowledge.

Summary: The Description of Complexity

How complex or simple a structure is depends crineally upen the way in
which we describe 12, Most of the complex structures found in the world
are enormously redundant, and we can use this redundancy to simplity
their descriprion. But 1o use i, to achieve the simplification, we must find
the right representanon.

The notion of substituting a process description for a state description
of narure has played a cenwal role in the development of modern science.
Drynamic haws, expressed in the form of systems of differentiad or dister-
ence eguations, have in a large number of cases provided the clue tor the
simple description of the vomplex. [n the precedmg paragraphs [ have
teied to show that this characternstic of sciennfic imgquiry 15 not accidental
or superficial. The correlation between state descriprion and process
description is basic to rthe functomng of any adaptive organism, to its
capacitv for acting purposctully upon 1s cnvironment. Qur present-day
understanding of genetic mechanisms supgests that even in deseribing it
self the multicelludar arganism finds a process description-—a genetically
cncoded program—ro be the parsimonious and usetol representatorn.
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Conclusion

Our speculations have carried us over a rather alarming array of ropics.,
but that is the price we must pay if we wish ro seek properties common
ta many sorts of complex systems. My thesis has heen that one path o
the construction of a nontrivial theory of complex systems is by way of a
theary of hierarchy. Empiricaily a large proporrion of the complex sys-
tems we observe in nature cxhibit hierarchic steucture. On theorencal
grounds we could expect complex systems to be hierarchies in a world in
which complexity had te evolve from simplicity, In their dynamics hicrar-
chies have a property, near decomposahility, that greatly simplifics their
hehavior, Near decomposabiliry also simplifies the descriprion of a com-
plex system and makes it casier to understand how the informarion
needed for the development or reproduction of the sysrem can be srored
in reasonable compass,

In science and engineering the study of “svstems™ is an increasingly
popular activiry. Irs popularity is more a response 1o a pressing need for
synthesizing and analyzing complexity than 1t 18 to any large development
of a body of knowledge and rechnique for dealing with complexiry. 1f
this popularity is to be more than a fad, necessity will have to mother
invention and provide substance to go with the name. The explorations
reviewed here represent one particular direction of search for such

substance.
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