Deformable Parts Model
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Trade-0Offs

e All are sliding-window methods: expensive but
embarrassingly parallel

e Bags of features: general, simple, but no shape




Deformable Parts Model

 An old idea: Fischler and Elschlager,
Pictorial Structures, 1973

{x,} = arg rE(a}?(Z f(Xp) — Z ad(Xp, Xq EDGE
& P\
data fit any pair deformation cost

o Key difficulty is combinatoriall
- explosive matching complexit




Deformable Parts Model

root: the whole window; parts: subwindows

object instance hypothesis anchor position

to the root

root position part position of part relative
hypothesis hypothesis




FIit and Detormation Measures

image features n=le—0,, v-0, —a) @)
i kT
»(X) = B, @(X p(X —a,(Xp)) =0,
linear function quadratic function
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of features defined ~ of part-anchor.




Features

e HOG features for both root

and parts
Dalal & Triggs 2006

}

—— Xo = (20, Yo, £o

e Part HOGs are one octave
finer than root HOG

* Some dimensionality




Training

part
location
 Standard SVM classifier: y = sign(w'f—p) jypotneses
e Latent SVM classitier: y = sign o w f(x) —
* This new problem leads to nearly the same
optimization problem as the standard soft-margin SVM:
_ n ;
G
argmin | =|[w[* +C ) max{0,1 —y; max [w’f(x) — b




Choosing Negative Examples

» Many more negative than positive  * -:; §iisfssan s o
examples (“not a person”) PRt L
* Using all examples would lead s
to slow training and many Sl L
support vectors (slow T

detection) Mol 5 : |



Detection




Generalized Distance Transform

[Rosenfeld and Pfaltz 1966,
Felzenszwalb and Huttenlocher 2004]

One dimension:

\\
D(a) =max|f(z) —d(x — a

=
\ f(z) - d(z - a)

A single left-to-right
sweep does the job:

A\ 4




Two Cases




Two Cases

Intersection of new parabola
and last envelope parabola
s to the right of the




Two Cases

Intersection of new parabola
and last envelope parabola
IS to the left of the




Distance Transform in 2D

max — do(X —

= max|fl(z,y) —d(x —a) — — b

D) case for each z




Performance of DPM

class: person, year 2006

~I| ——1 Root (0.24)
2 Root (0.24)
1 Root+Parts (0.38)
—e— 2 Root+Parts (0.37)
| —v— 2 Root+Parts+BB (0.39)
0.2 0.3
recall

Effect of including parts

Average Precision(%)
in PASCAL VOC p

|[DPM implementation, data, and
participants change every year]

Year DPM | Best
2005 12
20[0(6 16
20[074 22
guel 27 | 42
2009| 36 | 43
2010 |8 45
2011 46 | 52
2012| 46 | 46

RUNNING TIMES
4 hours to train on
typical PASCAL VOC
database.

2 seconds per image
on standard laptop

/hang et al.,

Inst. of Automation,
Chinese Acad.
Science.

Based on DPM,
richer part
location model,
some context
information



