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Dfinity Overview

● Proposed in 2018
○ Original Paper - Timo Hanke, Mahnush Movahedi and Dominic Williams
○ goal: “block times of a few seconds and transaction finality of only 2 confirmation”

● Dfinity Consensus
○ Analysis Paper - Ittai Abraham, Dahlia Malkhi, Kartik Nayak, and Ling Ren

https://arxiv.org/pdf/1805.04548.pdf
https://eprint.iacr.org/2018/1153.pdf
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● What happens when we remove invariant II? O(1) protocol
● Number of Byzantine parties: same as Dfinity
● Communication complexity: O(n2) vs [O(n3) to O(n2)]
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Did Dfinity achieve its goal to be quicker & safer than 
Bitcoin?

● Latency (real-world)
○ Nakamoto: 60 minutes to confirm transaction
○ Dfinity: 80-140 seconds to confirm transaction

● Finality
○ Can Nakamoto consensus have Private Mining attack? Yes
○ Can Dfinity have Private Mining attack? No



Thinking Further

● What are some shortcomings you see with Dfinity? 
● What are some possible improvements?


