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Background: Dfinity; Internet Computer Blockchain

Internet Computer Blockchain:

“the world’s first web-speed, web-serving 
public blockchain network that can scale”



Background: Dfinity; Internet Computer Blockchain

The Internet Computer hosts special smart contracts, called “canisters”



Background: Dfinity; Internet Computer Blockchain



Background: Related Work

● PBFT
○ Optimistic responsive

● HotStuff
○ Eliminates all-to-all communication steps of PBFT
○ Does not rely on view-change; rely on a “pacemaker” subprotocol
○ Optimistic responsive

● Tendermint / Algorand
○ Rely on a peer-to-peer gossip sub-layer for communication
○ Not optimistically responsive

● MirBFT
○ Instances of PBFT run concurrently



Background

● The Internet Computer Consensus (ICC) protocols
○ Dynamic collection of intercommunicating replicated state machines
○ ICC0, ICC1, ICC2
○ Features:

■ Fully specified: no unspecified protocols
■ Extremely simple: no complicated subprotocols
■ Robust consensus: peak performance is partially sacrificed to ensure reasonable 

performance
■ ICC1: peer-to-peer gossip sub-layer; ICC2: subprotocol for reliable broadcast
■ Optimistically responsive



Assumptions

● n parties, at most t < n/3 corrupt parties
● Static corruption
● Partial synchronous
● Blockchain based
● Proceed in rounds

○ A random beacon to assign to each party a rank; lowest rank is the leader of the round
● Local computation is negligible relative to network latency
● The only type of communication: broadcast
● Each party has a pool which holds the set of all messages received from all 

parties



Protocol ICC0: Primitives

Threshold signature scheme:

(t, h, n)-threshold signature scheme: 

- n parties are initialized with a public-key/secret-key pair
- public keys for all n parties
- a global public key

○ Signing algorithm
○ Signature share verification algorithm
○ Signature share combining algorithm
○ Signature verification algorithm



Blocks

For k>=1, a round-k block B: (block, k, α, phash, payload)

- Authentic
- Valid
- Notarized
- Finalized

Root serves as its own authenticator, notarization, and finalization.



Protocol Components

- A collision resistant hash function, H
- A signature scheme  S_auth      
- An instance S_notary of a (t, n − t, n)-threshold signature scheme
- An instance S_final of a (t, n−t, n)-threshold signature scheme
- An instance S_beacon of a (t, t + 1, n)-threshold signature scheme, used to 

implement a random beacon



High level description of the protocol

● Under cryptographic assumptions, it is guaranteed that in each round k >=1:

P1 (deadlock freeness): at least one notarized block of depth k will be added 
to the block-tree.

P2 (safety): if a notarized block of depth k is finalized, then there is no other 
notarized block of depth k.

P3 (liveness): if the network is synchronous over a short interval of time 
beginning at the point in time where any honest party first enters round k, and 
the leader in round k is honest, then the block proposed by the leader in 
round k will be finalized.



Invariants in Sync settings



Protocol details

- Authentic
- Valid /consensus/src/consensus/validator.rs

- Notarized      /consensus/src/consensus/notary.rs

- Finalized /consensus/src/consensus/finalizer.rs

- Tree Building Subprotocol
- Finalization Subprotocol



Protocol details:
Tree Building Subprotocol



Protocol details: Tree Building Subprotocol

Delay functions: [n] → R≥0 ,based on the rank of the proposer-

- ∆prop: delay proposing a block
- ∆ntry: delay generating a notarization share on a block

Liveness: 2δ + ∆_prop(0) ≤ ∆_ntry(1),    δ: network delay



Protocol details: 
Finalization Subprotocol



















n=4, f=1:

P1: at least one notarized block of depth k will be added to the block-tree.

P2: if a notarized block of depth k is finalized, then there is no other notarized 
block of depth k.

P3: if the network is synchronous over a short interval of time beginning at the 
point in time where any honest party first enters round k, and the leader in 
round k is honest, then the block proposed by the leader in round k will be 
finalized.



Analysis: Expected Message Complexity and Latency

● Partial synchrony (depend on value of h, the rank of the leading honest party 
in round k)

○ Message complexity in round k is: O((h+1)n2)=O(n3)
○ Latency: 



Analysis: Expected Message Complexity and Latency

● With probabilistic analysis, the expected message complexity is O(n2). 
● With probabilistic analysis, the expected latency is bounded by: 



Analysis: Comparison

● Sync Dfinity (static adversary)
○ Message complexity: 

■ basic design: unbounded
■ With equivocation check: O(n2)

○ Latency: O(∆) 
■ optimistic case (c << ∆): 8∆; pessimistic case (c = ∆): 14∆

● Partial sync Dfinity: ICC0
○ Message complexity: 

■ O(n2) with overwhelming probability
○ Latency: 



Comparison to  [HMW18, AMNR18]

- Proposing step
- only guaranteed safety in a synchronous setting
- not optimistically responsive
- potentially unbounded communication complexity.



Shortcomings 

1. Difficulty on adaptive adversaries scenario ( round k rank determined in round 
k-1) 

2. Need to disseminate secret keys to parties


