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Stable Internet Routing Without Global Coordination
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Abstract—The Border Gateway Protocol (BGP) allows an au- for ensuring convergence should not sacrifice the ability of
tonomous system (AS) to apply diverse local policies for selecting each AS to apply complex local policies.
routes and propagating reachability information to other domains. A natural approach to the route convergence problem involves

However, BGP permits ASs to have conflicting policies that can th fthe Int t Routing Reaist it f routi
lead to routing instability. This paper proposes a set of guidelines € use ot the Internet kouting Registry, a repository of routing

for an AS to follow in setting its routing policies, without requiring ~ Policies specified in a standard language [6]. A complete and
coordination with other ASs. Our approach exploits the Internet's  up-to-date registry could check if the set of routing policies has
hierarchical structure and the commercial relationships between any potential convergence problems. However, this global coor-
ASs to impose a partial order on the set of routes to each desti- yination effort faces several impediments. First, many ISPs may

nation. The guidelines conform to conventional traffic-engineering be unwilling to reveal their local policies to others, and may not
practices of ISPs, and provide each AS with significant flexibility in g P ' y

selecting its local policies. Furthermore, the guidelines ensure route KEEP the registry up-to-date. Second, and perhaps more impor-
convergence even under changes in the topology and routing poli- tantly, even if ISPs decide to reveal their local polices, recent

cies. Drawing on a formal model of BGP, we prove that following work has shown that statically checking for convergence prop-
our proposed policy guidelines guarantees route convergence. Wegrties is an NP-complete problem [4]. Third, even if the registry

also describe how our methodology can be applied to new types of d ¢ ¢ d . ¢ | BGP
relationships between ASs, how to verify the hierarchical AS rela- COU!0 ENSUre convergent routes under a given topology,

tionships, and how to realize our policy guidelines. Our approach Still might not converge under router or link failures, or a policy
has significant practical value since it preserves the ability of each change. Hence, rather than requiring global coordination, we

AS to apply complex local policies without divulging its BGP con-  pelieve that convergence should be achieved by restricting the
figurations to others. set of policies that each AS can apply. In this paper, we pro-
Index Terms—Border Gateway Protocol (BGP), convergence, pose a set of guidelines for an AS to follow in setting its routing
Internet, protocols, routing. policies, without requiring coordination with other ASs [7]. In
addition, the guidelines ensure routing convergence even under
changes in the underlying topology (e.g., router or link failure)
or the routing policies.
T HE INTERNET connects thousands of Autonomous oyr approach capitalizes on the Internet’s hierarchical struc-
Systems (ASs) operated by different institutions, such gge and the commercial relationships between ASs. These rela-
Internet Service Providers (ISPs), companies, and universitiﬁgnshipS include customer—provider, peer-to-peer, and backup
Routing within an AS is controlled by intradomain protocolsfg]' [9]. A customer pays its provider for connectivity to the
such as OSPF, IS-IS, and RIP [1]. ASs interconnect Vjgst of the Internet, whereas peers agree to exchange traffic be-
dedicated links and public network access points, and exchagggen their respective customers free of charge; an AS may also
reachability information using the Border Gateway Protocgovide backup connectivity to the Internet in the event of a
(BGP) [2], [3]. BGP is an interdomain routing protocol thagyjlure. To ensure route convergence, we impose a partial order
allows ASs to apply local policies for selecting routes angy the set of routes to each destination. Under our guidelines,
propagating routing information, without revealing their polirouting via a peer or a provider is never preferable to routing
cies or internal topology to others. However, recent studigg a customer link; furthermore, routes via backup links have
have shown that a collection of ASs may have conflicting BGfe |owest preference. An AS is free to apply any local poli-
policies that lead to route divergence [4], [5]. Route divergenggss to the routes learned from neighbors within each prefer-
can result in route oscillation, which can significantly degradghce class. These guidelines conform to conventional traffic-en-
the end-to-end performance of the Internet. Avoiding the@‘?neering practices of ISPs, and this might well explain why In-
conflicting BGP policies is crucial for the stability of the In-iarnet routing divergence has not occurred yet. However, it is
ternet routing infrastructure. Yet, to be practical, any techniqy®cial to make these guidelines explicit since BGP itself does
not constrain routing policies to ensure convergence. Based on
, . . our results, we propose a simple routing registry that stores only
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multiple BGP speakers, both interior BGP (iBGP) and ext@refix and includes the list of the ASs along the path @&
rior BGP (eBGP), and additional BGP attributes. We define thpath). Upon receiving an advertisement, a BGP speaker must
types of relationships between ASs and describe the hierarchigetide whether or not to use this path and, if the path is chosen,
structure of the AS graph in Section IV. In Section V, we presemthether or not to propagate the advertisement to neighboring
our policy guidelines and formally prove that adherence to the8&s (after adding its own AS number to the AS path). A BGP
guidelines guarantees convergence for all possible initial stategeaker withdraws an advertisement when the prefix is no
We show how to permit additional flexibility in choosing bedonger reachable with this route, which leads to a sequence of
tween routes through customers and routes through peerswithdrawals by upstream ASs that are using this path.
making realistic assumptions about peer-to-peer relationshipsThe simplest path-vector protocol would employ shortest-
Then, Section VI discusses the robustness of our guidelinegtith routing. BGP allows a much wider range of policies based
changes in network topology, routing policies, and relationships how the routers are configured. An AS can favor one path
between ASs. We describe how to apply our methodology twer another by assigninglacal preferenceBGP also allows
new types of relationships that can arise between ASs, and hamwAS to send a hint to a neighbor on the preference that should
an AS pair can transition to a new relationship while preservirg given to a route by using titemmunityattribute. An AS can
BGP stability. Section VII concludes the paper with a discussi@ontrol how traffic enters its network by assigning a different
of future research directions. The Appendix presents an exampigltiple exit discriminato(MED) value to the advertisements
of how to configure a Cisco router to obey our policy guidelines sends on each link to a neighboring AS. Otherwise, the neigh-
boring AS would select the link based on its own intradomain
Il. INTERDOMAIN ROUTING routing protocol. An AS can also discourage traffic from en-

tering its network by performingS prependingwhich inflates

In this se_ction, we present background materia_ll on the 'ﬂTe length of the AS path by listing an AS number multiple
ternet architecture [12] and the use of BGP for interdomajpeg. Processing an advertisement involves three steps—

routing [2], [3]. We also summarize previous work on the prasort policiesthat decide which routes to considpath selec-

tocol dynamics of BGP. tion that decides which route to use, aexport policiesthat
_ decide whether (and what) to advertise to a neighboring AS.
A. Internet Architecture While the BGP attributes and message formats are defined in

The Internet consists of a large collection of hosts intercoftandards documents, the BGP decision process and the config-
nected by networks of links and routers. The Internet is diration languages for expressing routing policies have been de-
vided into thousands of distinct regions of administrative cofined by router vendors. Vendors have settled on de facto stan-
trol, referred to asutonomous systeniaSs). Examples range dards for the decision process and provide similar support for
from college campuses and corporate networks to large 1SP¥pressing import and export policies.

An AS has its own routers and routing policies, and connects to )

other ASs to exchange traffic with remote hosts. A router tyf?: BGP Protocol Dynamics

ically has very detailed knowledge of the topology within its The growing importance and complexity of the Internet
AS, and limited reachability information about other ASs. ASuting infrastructure has sparked interest in understanding
interconnect at public Internet exchange points (IXPs) or deBGP protocol dynamics. Previous work consists of measure-
icated point-to-point links. A public exchange point typicallyment-based studies of BGP protocol traffic and theoretical
consists of a shared medium, such as a FDDI ring or an ATahalysis of BGP convergence properties. Extensive traces of
switch, that interconnects routers from several different ASBGP update messages have been used to characterize the
Physical connectivity at the IXP does not necessarily imply thatructure (and growth) of the Internet topology, as well as the
every pair of ASs exchanges traffic with each other. AS paissability of routes to destination prefixes [13]-[17]. In contrast,
negotiate contractual agreements that control the exchangeesfearch on BGP convergence has focused on determining
traffic. These relationships include customer—provider, peer-twhat combination of BGP policies would cause a group of ASs
peer, and backup, and are discussed in more detail in Sectiontd/continually advertise and withdraw routes to a given prefix

Each AS has responsibility for carrying traffic to and fronj18]-[20], [4], [5]. BGP convergence problems would not arise
a set of customer IP addresses. The scalability of the Interifetvery AS selects shortest-path routes. However, ASs can have
routing infrastructure depends on the aggregation of IP agbnflicting local policies when they use the local-preference
dresses in contiguous blocks, callpafixes each consisting attribute to favor a route with a nonminimal AS path. This can
of a 32-bit IP address and a mask length. For example, tlesult in route oscillation, where an AS makes a decision and
prefix 192.0.2.0/24 corresponds to the 256 IP addresses fradvertises a new route to its neighbors, which causes neighbors
192.0.2.0 to 192.0.2.255. An AS employs @riradomain to change their decisions; then, these ASs withdraw their
routing protocol (such as OSPF or IS-IS) to select patpsevious route and advertise new ones, and the process repeats.
between routers within the network, and employsirgerdo- Previous research has studied route convergence under the
main routing protocol (BGP) to advertise the reachability ohssumption of global knowledge of the topology and routing
destination prefixes to neighboring ASs. BGP is a path-vectpolicies. The work in [5] analyzes route oscillation in simple
protocol that constructs paths by successively propagatinigg topologies, and suggests maintaining a global routing reg-
advertisements between pairs of routers that are configuredsigy of interdomain policies that can be checked for potential
BGP peerd?2], [3]. Each advertisement concerns a particularonvergence problems [21], [18], [6], [5]. Expanding on these
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observations, the work in [4] presents a formal model of BG
that focuses on local-preference and AS-path-length attribut

Since the paper proveegativeresults about BGP convergence " iBGP
properties, it is sufficient to consider a restricted subset of tl °BGP
protocol. In particular, the study establishes that the problem (O BGP speaker
checking the convergence properties is NP-complete, even w O as

full knowledge of the routing policies of each AS. In addition
the paper presents several examples of conflicting BGP polici
including scenarios when the divergence occurs only after ali....
failure. A follow-up paper [20] presents a dynamic model that
captures the asynchronous processing of updates at each %1
The paper formalizes the notion oktable statavhere no AS
would change its routes, andsafe BGP systetttat is guaran- local preference #{local_prcf), multiple-exit discriminator
teed to converge to a stable state. The paper presents a suffiqiented), and community setr(c_sct). Each BGP speaker
condition for a BGP system to be safe. However, testing adheriginates updates for one or more prefixes, and can send the
ence to the condition requires full knowledge of the AS graplpdates to the immediate neighbors via an iBGP or eBGP
and the set of routing policies for each AS. session. BGP-speaker pairs in the same AS use iBGP to
These results suggest that it may be possible to restrict loeathange routes learned from BGP peers. In practice, ASs may
policies in a way that guarantees BGP convergence, while sgthploy route reflectors or confederations [12] to reduce the
allowing greater flexibility than shortest-path routing. Our papeverhead of exchanging routing updates in a large backbone.
focuses on constructing a set of reasonable policy guideliriBsese optimizations are intended to reduce the iBGP overhead
that guarantee a safe BGP system, even under changes inwithout affecting the routing decisions and, hence, are not
work topology and routing policies, without requiring coordiincluded in our model. Routing updates exchanged via eBGP

Example of a BGP system topology.

nation between ASs. sessions are transformed according to the BGP policies. We
consider an eBGP sessiére E between two BGP speakers,
IIl. ABSTRACT MODEL OF BGP u andv. BGP speaket receives a set of route updat&son

[ from u. BGP speaket appliesimport policiesto transform

In thi? sectioq, we present an abstract. m(_)del Of,BGP ﬂ]ﬂ[:oming route updates, and appliegport policiesbefore
we use in establishing the stability properties in Section V. T@"énding updates to the neighbor

model extends the work in [20], [4] to include iBGP and eBGP, A BGP s ; T ; .

" . . peaker applies an implicit import policy defined
addmonal BGP attributes anq operations (such as MEDs, copy; the protocol specification and an explicit import policy
munity set, and AS prepending), and the possibility that an nfigured by the network operator. Lét_import(l, v)[R]
has multiple BGP speakers. This more complete model of B%P (

. f blishi ", its ab enote the set of updates after applying the implicit import
is necessary for establishimsitiveresults about system Sta’policy of v on edgel. Every edge has an implicit import

bility. policy that discards a routing update when the receiving

) BGP speaker's AS already appears in the AS path; this is

A. BGP Routing essential to avoid introducing a loop in the AS path. That
The topology of a BGP system is modeled as a clustered if a(v) € r.as_path, thenim_import(l,v)[{r}] = {}

graphG = (N, V, E), where the setV consists of ASs, to remove the route; otherwisen_import(l,v)[{r}] = {r}
the vertex setV consists of all BGP-speaking routers, antb keep the route. Letz_import(l, v)[R] represent the set
the edge sefr consists of all eBGP peering sessions. Eachf updates after applying the explicit import policy, such as
BGP speaker belongs to one AS and an AS can have onedenying or permitting an update, and assigning a local-pref-
more BGP speakers. Lefi) € N denote the AS that BGP erence value. For example, an explicit import policy could
speaker: belongs to. Each eBGP peering session involvesaasignr.local_pref = 100 if AS 1 appears inr.as_path
pair of BGP speakers in different ASs. Each BGP-speaker pair deny any update that includes AS 2 in the path. Ulti-
in the same AS has an iBGP session and a cost metric th&tely, the import policy transforms the set of updateas
represents the distance between the two BGP speakers basegebrt(l, v)[R] = ex_import(l, v)[im_import(l, v)[R]].
on the intradomain routing protocol. BGP speakeahdj in After applying the import policies for a route update from
different ASs [i.e.,a(¢) # a(j)] may have an eBGP sessionan eBGP session; exchanges the update with all other BGP
represented as an edge in the graph. Fig. 1 shows an exanspleakers in the same AS, using iBGP sessions. Each BGP
of the topology in a BGP system. In practice, ASs at a publgpeaker then follows a route selection procesalect(S) that
IXP could exchange routes through a shared route server, rathieks the best route for each prefix out of the sebf route
than having a separate BGP session for each AS pair. The raypelates. The BGP speaker picks the route with the highest
server applies each ASs’ routing policies to create the illusietiocal pref, breaking ties by selecting the route with the
of a separate BGP session for every pair of ASs [22], consisteshibrtestr.as_path. Note that local preference overrides the
with our model. AS-path length. Amongst the remaining routespicks the

A route update- includes the destination prefix.prefiz), one with the smallest.med. In this step, we assume that the
next-hop interface address«fext_hop), AS path ¢.as_path), operator has configured the router to compare MEDs across all
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update messages, rather than simply comparing MEDs acros€hanges in the system state occur when one or more BGP
routes advertised by the same next-hop!Aldhen, the decision speakers apply the route selection process. Fornaatiyating
process breaks ties by selecting the route with the smallest castpeaker applies the export policies of the BGP speakers in
to the BGP speaker that passes the route via an iBGP sessimighboring ASs, the speaker’s import policies, and the BGP
Note that, since the tie-breaking process draws on intradomagth-selection process [20]. In particular, if the BGP speaker
cost information, two BGP speakers in the same AS may seleesides inAS,, the route tod is a route (denoted ag) that
different best routes for the same prefix. If a tie still exists, contains a null AS path. Otherwise, the selectiors,ofan be
picks the route with the smallestnext_hop. affected by the route chosen by any BGP spedkitiat has a
Each BGP speaker sends its best route (one best routeB&P session with a speakkre a(¢). This includes the BGP
each prefix) via eBGP sessions. The BGP speakapplies peers of speakéras well as the BGP peers of the other speakers
implicit and explicit export policies on each eBGP sesditm in the same AS, sincecould learn about these routes via iBGP
a neighboring BGP speaker defined asm_export(l, v) and sessions. The choices available to speakiepend on the route
ex_cxport(l, u), respectively. Each BGP speakerapplies s;, the export policies of, and the import policies of:
an implicit policy that sets.local_pref andr.med to default
values, assigns.next_hop to u's interface connecting ta,

- L Choices(t,
and prepends to r.as_path. Explicit export policies include wices(i, 5)

permitting or denying the route, assignimgned, assigning 70, if a(i) = ASy
r.c_set, and prepending one or more times to.as_path. For Ui, oy tmport(l, k)

example, ASu could decline to advertise routes to AShat = l_(k’f)EE/ME“( )

have community 10 in the community set. Also, AScould [eaport(l, 7)(s;)],

prependu two times to the AS path for prefix 192.0.2.0/24 otherwise.

and for any route that includes AS 2 in the AS path. Ulti-

: Then, ¢ selects a route BestRoute(i,s) =
mately, the export policy transforms the set of updaieas ' ’
4 port policy P Select(Choices(i,s)). Note that the model assumes that

export(l, w)[R] = ex_export(l, w)[im_export(l, w)[R]]. ] \ . X .
Then,u transmits these transformed updates tasing eBGP each external neighbor's route is |mmeQ|ater avall_able and_
sessions. that these routes are propagated via iBGP sessions. This

simplifying assumption does not affect the BGP convergence
B. Distributed Path Selection properties, as the nei_ghbors’ updat_es would eventually become
available (e.g., after finite propagation delay).

The route-selection process proceeds in a distributed andSince each BGP Speaker operates independenﬂy' we cannot
asynchronous fashion, triggered by advertisements and wiffgsume that every BGP speaker is activated at the same time.
drawals of routes. Rather than modeling the exact timingstead, as in [20], we consider a subde€ V of speakers that
of message transmissions, we focus on the decision-makig activated at a given time. The remaining BGP speakers do
process of each BGP speaker. For the sake of simplicity, wgt apply the path-selection process and, hence, do not change
focus on a single destination prefik that originates from their best route. Therefore, the next steite= (s/, s, ..., s,

n

ASg4; since route aggregation does not affect the convergenggss: = BestRoute(i, s) fori € A, ands, = s; fori & A.
properties, it is sufficient to consider the set of routes to asinq}ge lets<% s’ denote the transition from staketo s’ given the

destination prefix. Each speaker applies the BGP selectigfyyation setd. The definition of the state of a BGP system,
process to pick its best path doafter applying import policies 5 the notion of an activation set, allows us to precisely define

to the routes that have been exported by its neighbors. BGRS otion of stability. Formally, a stateis stableif and only
an incremental protocol, where each speaker remembers i%heA

routes advertised by neighbors until they are withdrawn, an at—e;s :]oor 2gyv\?§a'|\:ja2ﬁ2nseft'o-r:32%;::525?: system s in
selects a best path from this set. In a stable state, a BGP speaker ' g )

: 0 study convergence, we define agtivation sequencas
remembers precisely those routes that have been chosen S o
. . . . a.[possibly infinite) sequence of activations. leetlenote the
its neighbors. Hence, for studying convergence properties,_it;. .. ; . S
aFtlvanon sequence andj) C V denote thejth activation in

is sufficient to define the state of the BGP system in terms 0 . .
) . In studying convergence, we need to consider sequences that
the route chosen by each BGP speaker. That is, we assume that ; ) ; =
. aclivate each AS several times. In particulafai activation
each speaker remembers only its own best route, selected fr:é)ernuencear is an infinite sequence that has infinitely many el
the set of routes exported by its neighbors. As such, we defiRe] q y y

ements;j such that € o(j), for each BGP speakérc V. A
the system state as a vector= (si, sz, ..., s,), wheres; . .
, BGP systentonvergedor a particular activation sequence and
denotes the route chosen by speaker1, 2, ..., n. _— e . o
initial state if it arrives at a stable state after the activation se-
guence. Formally, for an activation sequercand an initial

1n practice, a BGP-speaking router may be configured to ignore MEDStates’, a BGP system converges if there is a finitsuch that
compare MEDs across advertisements with the same next-hop AS, or compaye(l) ;o(2) a(4) j dsi i bl
MEDs across all advertisements. If MED comparisons are limited to advertise- — 5 — -+ — s’ ands’ IS a stable state.
ments with the same next-hop AS, the comparison between advertisements i§ hus far, we have defined the notion of a stable state. How-
no longer associative. Routemay appear better than rouiewhich may ap-  ever, some BGP systems have a stable state without necessarily

pear better than route which may, in turn, appear better than routdRecent . E le. Fia. 2 sh | h h
work has shown that this can cause a BGP system to oscillate [23]. No gen&@V€rging. For example, Fig. 2 shows an example where three

solution has been discovered for this problem. ASs are connected pairwise and AS 0 originates destination

Authorized licensed use limited to: Duke University. Downloaded on September 21,2021 at 21:23:27 UTC from IEEE Xplore. Restrictions apply.



GAO AND REXFORD: STABLE INTERNET ROUTING WITHOUT GLOBAL COORDINATION 685

____ provider-to-customer

........ peer-to-peer

backup link

D as

©

Fig. 2. BGP system has a stable state but might not converge. Fig. 3. Hierarchical AS interconnection.

prefix d [4]; with each AS, we list the set of possible routes in The customer—provider and peer-to-peer agreements translate
order of preference. Both AS 1 and AS 2 prefer the path througtto several rules governing BGP export policies [8], [9]:

the neighbor over the direct route to reattThe systemhasa . Exporting to a provider: In exchanging routing informa-
stable state. For example, AS 2 could use the direct route (0) tjon with a provider, an AS can export its routes and the

and AS 1 could use the route (2, 0). However, the system could  rgytes of its customers, but can not export routes learned
also oscillate between two unstable states. In the first state, both - from other providers or peers. Thatis, an AS doetpro-

ASs have selected the direct route (0). Then, if activated simul-  yjige transit services for its provider.

tan_eously, both ASs switqh to .their indirgct routes [e.g., AS 2 , Exporting to a customer: In exchanging routing infor-
switches to (1, 0)]. Then, if activated again, both ASs returnto  mation with a customer, an AS can export its routes, as
their direct routes, and the process repeats. Whether or not the g|| as routes learned from its providers and peers. That
system eventually reaches a stable state depends on the exact s an ASdoesprovide transit services for its customers.
timing of the reception and processing of the route updates. . Exporting to a peer: In exchanging routing information
Hence, we define a stronger notion oéafeBGP system [20]. with a peer, an AS can export its routes and the routes of
A BGP system isafeif it has a stable state and converges under s customers, but can not export the routes learned from

any fair activation sequence and any initial state. Furthermore,  other providers or peers. That is, an AS daesprovide
we define aninherently safd8GP system as a BGP systemthat  ransit services for its peers.

is safe and remains safe after removing any nodes and/or edgﬁawmg on our abstract model, consider a BGP speakerd

with a link ! connecting to an AS) € provider(a(w)) U
IV. HIERARCHICAL AS GRAPH peer(a(uw)). For each r, if first(r.as_path) €
Our policy configuration guidelines capitalize on the fact that ovider(a(u))Upeer(a(u)), thencx_cxport(l, w)[{r}] = {}.
ASs are interconnected in a hierarchical fashion. In this sectidi’® Appendix presents a sample router configuration file that
we describe the relationships between ASs and the resulting§@lizes these export policies.
erarchical structure.
B. Hierarchy

A. Customers, Providers, and Peers We assume that there is a hierarchical customer—provider
AS relationships arise from contracts that define the priciriglationship among ASs. The hierarchical structure arises
model and the exchange of traffic. Icastomerproviderrela- because an AS typically selects a provider with a network
tionship, the customer pays its provider for access to the reftlarger size and scope than its own. An ASserving a
of the Internet. The provider may, in turn, be a customer ofietropolitan area is likely to have a regional providernd
another AS. In geer-to-peerelationship, the two peers find a regional ASv is likely to have a national provide; it is
it mutually advantageous to exchange traffic between their neery unlikely that a nationwide A% would be a customer of
spective customers; typically, peers exchange a roughly evemetropolitan-area A&. That is, ifu € customer(v) and
amount of traffic free of charge [9]. Each eBGP session de-& customer(w), thenw ¢ customer(u). AS v is adirect
fines a relationship between the two ASs it connects. Althougpiovider ofw, whereas ASv is anindirect provider ofu. Any
there might be multiple eBGP sessions between two ASs, tiigect or indirect provider of, cannot be a customer ef To
relationship between the two ASs should be uniquely defineglmplify the discussion, we define two directed graphs formed
An AS « may have multiple customers, providers, and peefy the customer—provider relationships. In fitevider-to-cus-
We definecustomer(a), peer(a), andprovider(a) as the set tomer graph the provider—customer edges are directed from
of customers, peers, and providersagfrespectively. We let provider to customer. The resulting subgraph formed by only
first(r.as_path) denote the next-hop AS inas_path. Aroute provider—customer relationships should belieected acyclic
7 is classified as a customer route ©ff first(r.as_path) € graph (DAG), as shown in the example in Fig. 3. In the
customer(a), a peer route iffirst(r.as_path) € peer(a),ora customer-to-provider graprhe provider—customer edges are
provider route if first(r.as_path) € provider(a). Two ASs directed from customer to provider.
may also have a bilaterdlackupagreement, as discussed in A route registry can be used to verify the hierarchical rela-
more detail in Section V-B. tionships. The registry could be populated in several ways. First,
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each ASa could supply its seprovider(a), updating the reg- provider or peer. Formally, we have Guideline A for the explicit
istry upon adding or deleting a provider. This approach requirgsport policy of each BGP speaker in AS

the cooperation of the various autonomous systems in the In-
ternet. Second, a registry couider the AS relationships based
on the BGP routing tables available throughout the Internet [10],

Guideline A

[11], although this process could be vulnerable to incomplete in- if ((first(ri.as_path) € customer(a)) and
formation and incorrect inferences. Either way, the registry can | ( ¢iyst(ry.as_path) € peer(a) U provider(a)))
check for a cycle whenever any AS changes its set of providers. thenry.locpref > rodocpref

This could happen when an AS adds or removes a provider,
or when an AS changes its relationship with one of its neigh-
bors; for example, a pair of ASs may transition from a cudNote that Guideline A doawtrestrictthe preference among cus-
tomer—provider relationship to a peer-to-peer arrangement. Tt&er routes or among provider or peer routes, which leaves ISPs
algorithm for checking whether there is a cycle in a directawlith significant flexibility in selecting local policies.In addition,
graph take®(| N |+ | E|) time [24], wherd E| is the number of ISPs have a financial incentive to follow the guideline since an
edges andV| is the number of nodes of the directed graph. ASP does not have to pay its customer to carry traffic. Guideline
of the spring of 2001, the AS graph has an estimated size ofAgllows a large number of possible configurations, much larger
least 11 500 nodes and 30 000 edges [25]. BGP permits at i@ policies based only on AS-path length. To implement the
916 _ 65536 AS numbers and the number of AS interconned@uidelines, an AS could allocate a range of local-pref values for
tions tends to grow linearly in the number of ASs [26]. There2@ch type of route (e.g., 86-100 for customer routes and 75-85
fore, itis possible to run the cycle-detection algorithm wheneviq" Peer and provider routes). The Appendix illustrates how to

an AS updates its list of providers to ensure the conformity f§Pnfigure BGP sessions to obey Guideline A.
the hierarchical relationships at all times. Guideline A ensures that the BGP system is safe. The proof

If the provider-to-customer or customer-to-provider grapﬂraws on how the local-pref assignment affects how each BGP

: - ; ; ker picks its best route.
has a cycle, the registry can efficiently identify the sequené@ea ]
of ASs involved. If more detailed information is available Th_eorem 5.1:For a BGP sy.stem.that. has only customer—
C{owder and peer-to-peer relationships, if all ASs follow guide-

about the routing policies of these ASs, the registry couﬁneA then the BGP system is inherently safe

check for possible convergence problems. Although checkingWe prove the theorem by two lemmas. The first lemma claims

for convergence IS an NP-complete prqblem [4], t.he che katthe BGP system has a stable state. The second lemma claims
would be applied on the subgraph, which would involve S

; . That the BGP system converges to the stable state for any initial
much smaller number of vertices and edges than the |n|tgat y g y

. . ] te and any fair activation sequence. Finally, we prove that the
AS graph. Alternatively, the registry could instruct the ASs Bop system is safe after removing any nodes and/or edges.

the cycle to coordinate amongst themselves to avoid policieﬁ_emma 5.1: The BGP system has a stable state.
that would cause convergence problems, or to force the use Proof: We prove the lemma by constructing an activation

of a restrictive policy (such as shortest AS path) that would,qence* that leads to a stable state for any initial state. Let

guarantee convergence. d denote the destination prefix andlS; denote the AS that
originates prefixd. Since the activation order among the BGP
V. BGP RoLICY GUIDELINES speakers within an AS does not affect the best route selection of

the BGP speakers, we activate all BGP speakers of an AS simul-
This section presents policy guidelines that ensure that ttameously. For simplicity of explanation, we use the activation
BGP system is safe. To simplify the discussion, we initiallpf an AS to represent the activation of all BGP speakers in the
consider only customer—provider and peer-to-peer relatioAS. We activate ASs in two phases. In the first phase, a AS se-
ships. We then extend the guidelines to include a simple folgtts a customer route if one is available, following Guideline
of backup relationships. Since the route selection process forThis is accomplished by activating the ASs in an order that
each destination prefix is independent of other prefixes, it @nforms to the partial order in the customer-to-provider DAG.
sufficient to consider only one destination prefiin describing In the second phase, the ASs that do not have a customer route

and analyzing the guidelines. after Phase 1 get provider or peer routes. This is accomplished
by activating ASs in an order that conforms to the partial order in
A. BGP Systems With No Backup Links the provider-to-customer DAG. Formally, we have a two-phase

activation sequence* as follows.

In this section, we present the policy configuration guidelines Phase 1: Activate ASs in a linear order that conforms to the
for BGP systems that have only customer—provider and pegértial order in the customer-to-provider DAG.
to-peer relationships. We first consider the guideline for the casePhase 2: Activate ASs in a linear order that conforms to the
that any AS pair can have a peer-to-peer agreement. Then,pagtial order in the provider-to-customer DAG.
expand the set of local policies by imposing realistic restrictions For the simplicity of the discussion, we partition the ASs
on which AS pairs can have peer-to-peer relationships. into two classes; the first class consists4$, and ASs that

1) Unconstrained Peer-to-Peer Agreemen@ur guideline select a customer route in Phase 1. The second class consists
requires an AS to prefer a route via a customer over a route viafathe remaining ASs. We call ASs in the first claBbase-1
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20
()
&1)]
(230)

ASsand ASs in the second claghase-2 ASsSimilarly, we
call BGP speakers in a Phase-1 RBase-1 BGP speakeasd
BGP speakers in a Phase-2 RBase-2 BGP speakershe ac-

o . .. (30)
tivation sequence results a stable state independent of the ini- 0)

tial state. We prove that each Phase-1 BGP speaker reaches ¢(1 ¢) provider-to-customer

stable state after its activation in Phase 1 and each Phase-2 BGF(13 0) 20
speaker reaches a stable state after its activation in Phase 2. In ?1))0)
other words, we prove the following two claims. 120

Claim 1: A Phase-1 BGP speaker reaches a stable state after
its activation in Phase 1.

Proof: We prove by induction on the order that Phase-1
BGP speakers are activated in Phase 1. Clearly, among Phase-1
BGP speakers, BGP speakersiifi; are the first to be activated. Fig. 4. BGP system that violates Guideline A.

BGP speakers imlS; reach a stable state as soonAS, is

activated. Let Phase-1 BGP speakéelong toAS,,. Suppose Proof: Given any fair activation sequeneg we prove by

all Phase-1 BGP speakers that belong to an AS precetlifig induction onthe ASsinthe order given by Phase-1 ASs followed
in Phase 1 reach a stable state after their activation. BGP spedikePhase-2 ASs where both Phase-1 and Phase-2 ASs are in
1 selects the best route amongst its customer routes. All of tthe order of activation sequeneé. It is clear that each BGP
customers preced4s,, in the activation sequence for Phase Ispeaker inAS, reaches a stable state after a single activation.
Hence, each customer has either reached a stable state (eaBligpose that all BGP speakers in the ASs that predetieare

in Phase 1) or does not get a customer route in Phase 1. Atgble after activation(¢). Let o(¢') be the first activation set
customer that does not get a customer route in Phase 1 doessnoh that all BGP speakers ihS,, have been activated at least
exportits route to BGP speakesiccording to export policy rule. once between(t) ando(¢'). Note that we can find since any
Hence, those customers’ routing decisions do not affect BGdir activation sequence activates a BGP speaker infinitely many
speakeli. Therefore, BGP speakéreaches a stable state aftetimes. Using the same argument as above, we can prove that all

d

its activation in Phase 1. BGP speakers iLS,, reach a stable state afteft’). Therefore,
Claim 2: A Phase-2 BGP speaker reaches a stable state after system converges to the stable state after a finite number of
its activation in Phase 2. activations in the fair activation sequence.

Proof: Following a similar approach, we prove by induc- Finally, removing any nodes and/or edges from the BGP
tion on the order that Phase-2 BGP speakers are activategystem do not affect the above two lemmas. Therefore, the
Phase 2. LetAS, be the first Phase-2 AS that is activated iBBGP system is inherently safe. [ ]
Phase 2. Clearlyd S, does not have any Phase-2 provider. Since Fig. 4 presents an example of a set of policies that violates
ASy's BGP speakers are not Phase-1 BGP speakers, these B&itleline A. The directed edges in the graph indicate the
speakers can only get routes frafrby’'s peers and providers. provider-to-customer relationships, and the routes of each AS
ASy’s peers either a) are stable after Phase 1 (if there is a case listed in the order of preference. AS 3 violates the guideline
tomer route) or b) do not export their routdss, (if the best by preferring a provider route (via AS 2) over a customer route
route is a provider or peer route). The peers that fall in case(@a AS 0). This BGP system is not safe. Each AS initially
are stable beford S, are activated. The peers that fall in case §elects route (0) and then decides to change to a route through
do not affectdSy’s BGP speakers’ route. SincgS, does not its counterclockwise neighbor. This process can continue
have any Phase-2 provider, its providers are stable after Phasadefinitely. As another example, consider the BGP system
Therefore,A5y’s BGP speakers are stable after their activatiogiven in Fig. 2. AS 1 and AS 2 are peers and both are providers
in Phase 2. of AS 0. Both AS 1 and AS 2 prefer the peer route over the

Let Phase-2 BGP speakeelong toAS,,. Suppose all BGP customer route, which violates Guideline A. The resulting BGP
speakers that belong to an AS precedihg, in Phase 2 reach system is not safe.
a stable state after their activation in Phase 2. Since no custome?) Constrained Peer-to-Peer RelationshipSuideline A as-
route was learned in Phase 1, BGP speakeust select a route sumes that any pair of ASs could have a peer-to-peer agree-
from one of its providers or peers. Each provider has alreadyent. In this section, we make some realistic assumptions about
reached a stable state (either in Phase 1, or earlier in the ggéering agreements so as to relax the guideline. In particular,
vation sequence of Phase 2). Each peer is either a Phase-Iw&Sallow peer routes to have tlsamelocal-pref as customer
or a Phase-2 AS. If a peer is a Phase-1 AS, the peer’s routeastes, to give ISPs greater flexibility in balancing network load.
available to BGP speakémhen it is activated in Phase 2. If aTypically, a peer-to-peer relationship is between two ASs with
peer is a Phase-2 AS, then this peer selects a route from oneetfivorks of similar size or scope that exchange a comparable
its providers or one of its other peers. The peer would not avslume of traffic. An AS is unlikely to have a peer-to-peer re-
nounce such a route to BGP speakand, hence, the routing de-lationship with one of its (direct or indirect) providers. More
cision would not affect BGP speakerTherefore, BGP speakergenerally, we group ASs that peer with each other directly or
1 reaches a stable state after its activation in Phase 2. m indirectly and call each group akS cluster An AS that does
Lemma 5.2: The BGP system converges to the stable stat@t peer with any other AS has its own cluster. lolastered
for any initial state and any fair activation sequence. AS grapheach node is an AS cluster consisting of one or more
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(4, 5, 0), respectively. On the next activation, they switch to (2,
0),(3,4,5,0),and (1, 0), and the process repeat indefinitely. This
system would be safe if it followed Guidelideby requiring AS
(10), @50) 3 to favor the customer route (4, 5, 0) over the peer route (1, 0).

o L Theorem 5.2:For a BGP system that has only cus-
tomer—provider and peer-to-peer relationships and conforms
to Assumption P, if all ASs follow guideline B, then the BGP
system is inherently safe.

Proof: We prove the theorem by demonstrating that the

(3450)

—> provider-to-customer

peer-to-peer BGP system has a stable state and converges to the stable state
for any initial state and any fair activation sequence. Since
d the second part is similar to Theorem 5.1, we concentrate on
proving that the BGP system has a stable state.
Fig. 5. BGP system that obeys Guideline B but violates Assumption P. Similar to Lemma 5.1, we construct a two-phase activation

sequence that leads to a stable state. We activate all ASs in a

ASs. There is a directed edge from clugteto clustett, if there linear order that conforms to the partial order in the customer-to-
is an ASa; that belongs td; and an ASa, that belongs tg, Provider DAG in Phase 1. We impose additional constraints on
wherea; is a provider ofa,. A cluster has a self cycle (whereth® qrder Qf AS activations in Phase 1 based on the peer-to-peer
¢, andt, are the same) if any of the AS pairs in the cluster hayglationships and the AS-path length. Therefore, BGP speakers
a provider—customer relationship. Guideline A does not ma@gt their customer and peer routes in Phase 1. The BGP speakers
any assumptions about the structure of the cluster graph. In fBfat do not geta route in Phase 1 then select a route from a peer
mulating Guideline B, we assume that the cluster graph ha8'z pProvider. Therefore, in Phase 2,ASsare actlvate_:d inan order
hierarchical structure. Formally, we assume that peer-to-peer f¢at conforms to the partial order given in the provider-to-cus-
lationships satisfy the following condition. tomer DAG. Formally, we have a two-phase activation sequence
Assumption P:The clustered AS graph is a directed acycli¢” @s follows. o
graph. That is, there is no cycle or self cycle in the clustered P_hase 1 Ac_t|vate ASs in a linear order that conforms to the
graph. partial order given by the clustered AS graph. In other words,

A routing registry can check for violations of Assumption B there is a directed edge from Cluster 1 to Cluster 2, ASs in
and notify the ASs involved, or force the system to abide Hyluster 1 are activated after all ASs in Cluster 2. Among ASs in
Guideline A. the same cluster, activate ASs in the following order. For each

Assumption P allows us to relax Guideline A to allow a pee?S. Select the best route among its customer routes according
route to have the same local-pref as a customer route. Formdffythe BGP route selection proceSslect We call the selected

we have Guideline B for the explicit import policy of each BGEOUte thecandidate routeActivate the ASs according to the
speaker in ASu: length of their candidate routes. An AS with a shorter candidate

route is activated before an AS with a longer candidate route,
breaking ties arbitrarily.

Guideline B Phase 2: Activate ASs in a linear order that conforms to the
partial order in the provider-to-customer DAG.

Note that we have the same Phase 2 as in Theorem 5.1. Our
proof of the stability of ASs after Phase 2 follows the same ar-
gument. Therefore, we concentrate on Phase 1. We impose ad-
ditional order on ASs so that an AS is activated only if all of
its peers are stable or the routes of its unstable peers would not
affect the routing decision. The order conforms to the length
of the candidate route. Since a peer route never hasgar

Assumption P is essential for the stability of BGP system. Fttcal-pref than a customer route, an AS never selects a peer route
example, the BGP system in Fig. 5 violates Assumption P sin@ger a customer route withshorterAS path. Hence, this addi-
there is a cycle between the cluster formed by AS 1 and Afnal restriction on activation order ensures that a Phase-1 AS
3 and the cluster formed by AS 2. Applying GuideliBie AS is stable after its activation, following a similar argument as in
3 assigns equal preference to the route (1, 0) through its peémma 5.1.
and the route (4, 5, 0) through its customer; AS 3 ultimately Finally, removing any nodes and/or edges from the BGP
favors the route (1, 0) with the shorter AS path. However, ASSystem do not affect the above arguments. Therefore, the BGP
prefers the customer route (2, 0) over its direct route (0), and &gstem is inherently safe. u
2 prefers the route (3, 4, 5, 0) through its customer over the route ) )

(1, 0) through its provider. Assume that initially none of the ASE- BGP Systems With Backup Links

have a route tal. After AS 5 and AS 4 have been activated, Customer—provider and peer-to-peer are the two most
assume that ASs 1, 2, and 3 are always activated together. Themmon relationships between two ASs. However, an AS may
first activation leads ASs 1, 2, and 3 to select routes (0), (0), aakbo have a backup relationship with a neighboring AS. Having

if ((first(ri.as_path) € customer(a)) and
(first(rs.as_path) € peer(a))
thenry loc_pref > roloc_pref
if ((first(ri.as_path) € customer(a)) and
(first(ra.as_path) € provider(a))
thenry loc_pref > roloc_pref
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@.‘."?ﬁ’.’f‘f??ﬁ‘i’@ Proof: We prove the theorem for the case that all non-
backup routes follow Guideline A. A similar argument follows
for the case that all nonbackup routes follow Guideline B. Let

p;g:tfg;o provider-to ASy denote the AS that originates the destination préfixve

= -customer . .
construct an activation sequence that leads the BGP system to a
stable state. We then prove that the system always converges to

backup L .
the stable state. The activation sequence first propagates routes

using customer—provider and peer-to-peer links, and then prop-

Fig. 6. Backup link between ASs A and B. agates routes using backup links. There are three phases. The

first two phases are the same as in Theorem 5.1. The last phase

a backup relationship with a neighbor is important when an A&tivates the remaining ASs. These ASs only have paths with
has limited connectivity to the rest of the Internet. For examplene or more backup links. This phase activates the ASs in order
ASs A and B could establish a bilateral backup agreement fairthe length of the backup paths. Formally, we construct an ac-
providing the connection to the Internet in the case that otigation sequence™ that leads to a stable state. The activation
AS' link to providers fails. AS C is a provider of AS A andsequence activates the BGP speakers in each AS simultaneously.
AS D is a provider of AS B. ASs C and D have a peer-to-peer Phase 1: Activate ASs in a linear order that conforms to the
agreement, as shown in Fig. 6. Typically, A reaches others \gartial order given in the customer-to-provider DAG.
C and B reaches others via D. If the link between A and C Phase 2: Activate ASs in a linear order that conforms to the
(or B and D) fails, the backup link between A and B is usegartial order given in provider-to-customer DAG.
for A (or B) to connect to and from the rest of the Internet. Phase 3: Activate the ASs that did not get a route in the first
To provide a backup service to A, AS B must be willing tdWo phases in order of the length of their shortest backup path
export A's routes to D and D’s routes to A. Initially, we assuméshorter paths first).
that an AS pair cannot have both a backup relationship and dJsing the same argument as in Theorem 5.1, the first two
customer—provider or peer-to-peer arrangement; we relax tRl@ses ensure a stable state for all ASs that have a rodte to
assumption in Section VI-B. without using a backup link. In the third phase, all remaining

Backup links are not meant to be used unless a failure >SS reach a stablle state.using a backup path. All of.these can be
curs. Hence, routes involving backup links should have a lowfoven by induction, as in Theorem 5.1. Note that in Theorem
local-pref than other routes. Note that a route through a backeyd- the activation sequence gives a linear order of ASs. Using
link is a route that contains one or more backup links—tH8€ Same argument, we can prove thatthe BGP system converges

backup link doesnot have to be first hop. For example, thd® the stable state for any fair activation sequence.
path (C, D, B, A) is a backup route because it traverses themnally, removing any nodes and/or edges from the BGP

backup link (B, A). We define a single local preference value Spystem do not affect the above arguments. Therefore, the BGP

backup_pref for all backup routes. Formally, we have GuideSyStem is inherently safe. u
line C for each BGP speaker: Guideline C assigns a single local preference value to all

routes with one or more backup links. Requiring each AS to

— select shortest-path backup routes may be overly restrictive in
Guideline C practice. For example, an AS might prefer a backup path through
a customer over a backup path through a peer or provider. Al-
ternatively, an AS might prefer a path with one backup link over

a shorter path with two or more backup links. Guideline C can

be generalized to support these more flexible backup policies,
as discussed in more detail in [28].

if ((r; does not contain a backup lihk
follow Guideline A or B to assigm;.loc_pref
(wherery loc_pref > backup_pref)

if (r1 contains a backup link
ridoc_pref = backup_pref

. - ) - VI. PRACTICAL IMPLICATIONS
Note that, unlike Guideline A or B, enforcing Guideline C

requires cooperation between ASs. An AS can not tell which IN this section, we discuss the applicability of our guidelines
routes involve backup links between other AS pairs. Hend® diverse and changing network topologies and routing policies.
the BGP advertisements must identify these routes. This ligen, we demonstrate how our methodology can be applied to
typically achieved using the community attribute_sgt). More cpmplex relgponshlps between ASs_, anq descrl_be hoyv an
Providers and customers agree on a community number that Pair can Ffan5|t|on to a new relationship without disrupting
indicates which routes includes a backup link [27]. WheyStem stability.

the customer sends the provider a backup route, it assigns

the community number to the route so that the provider c&h Robustness of the Guidelines

assign an appropriate loc_pref. See [21] for an example ofThe network topology and routing policies are very dynamic
the configuration specified using Routing Policy Specificatioim today’s rapidly growing Internet. Router and link failures,
Language (RPSL). Now, we prove that Guideline C ensuraad the deployment of additional network equipment, result

that the BGP system is inherently safe. in frequent changes to the underlying topology. ISPs often
Theorem 5.3:1f all ASs follow guideline C in setting up their fine-tune their policy configurations to adapt to fluctuations
policies, then the BGP system is inherently safe. in traffic demands and changes in their internal topology and
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connections to neighboring ASs. In addition, ASs periodicallgdvertise routes learned from one peer to another peer. But, AS
change their relationships by adding or removing customecsn agree to exportroutes learned fretow (and routes learned
peers, or providers. Our guidelines ensure the stability of themw tow). Thatis, routes with first(r.as_path) = wwould
BGP system even in this dynamic environment. Although thebe exported tav, and routes withfir s¢(r.as_path) = w would
changes may trigger the exchange of new routing informatidoe exported ta.. AS » would not export these routes to any of its
and may ultimately result in new routing decisions, the systeather peers or providers. This arrangement obeys our guidelines.
remains safe. The inherent safety property ensures that the B&Sv acts as a provider far for routes to and fromw (and as a
system remains safe after the deletion of nodes and edges. pravider forw for routes to and from:), and as a peer for all
system remains safe after the addition of edges and nodesopth®r routes. Hence, guideline A ensures the stability of the
long as the new graph adheres to the policy guidelines. Alteesulting BGP system. We believe that a similar approach can
nate approaches [20] that establish convergence propertiedbbyused to analyze other potential relationships between ASs.
performing a check on the topology and policy configurations
would have to reconfirm these properties, with no guarantée Changing AS Relationships
that the new BGP system would be safe. Over time, an AS may change the nature of its relationships
Similar to earlier work on BGP convergence properties [20)vith its neighbors. For example, a customer may grow large
[4], [5], our guidelines focus on the application of local-pregénough to renegotiate its relationship with a provider, and the
to prefer some routes over alternatives with a shorter AS pagtg pair may transition to a peer-to-peer relationship. As part
Since our work aims to provgositiveresults about the stability of evolving to a new relationship, the two ASs may need to
of the resulting BGP system, it is important to consider the inghange their import and export policies. Ideally, these changes
pact of other BGP attributes and the possibility of an AS havingould occur simultaneously. However, in practice, each AS
multiple BGP speakers. The modelin Section I1l, and the proog®nfigures its routers independently of the other. As a result, the
of the theorems in Section V, allow each AS to have one gGpP system may go through a transition period where one AS
more BGP speakers. Speakers within the same AS do not niegs changed its configuration and the other has not. Since these
essarily choose the same route. The ultimate routing decisigiianges occur on a human time scale, it is important to carefully
may also depend on AS path length (including paths with A§udy the influence of the transition period on system stability.
prepending), multiple exit discriminators, and cost informatio@ur methodology can be used to identify potential convergence
from the intradomain routing protocol. BGP speakers considgfoblems, and to determine which AS should change its configu-
these attributesfter applying local-pref to the routes learnedation first. We focus the discussion on a BGP system that obeys
from neighboring ASs. As such, these additional attributes onfyiideline A. Similar arguments apply under the other guidelines.
impact selection of routewithin a preference class. For ex- Forexample, consider a customeand a provider that tran-
ample, AS path length may determingich customer route is sition to a peer-to-peer relationship. Each AS may change its
chosen but would not cause a BGP speaker to pick a providehfiguration while remaining consistent with guideline A. AS

route over a customer route. u does not need to change its export policies sincemains
) ) in provider(u) U peer(u). Similarly, guideline A does not re-
B. Complex AS Relationships quirew to change its import policies. A8 may in fact modify

As presented in Section IV, the hierarchical relationshipts local-pref value for routes learned frambut differences in
apply at the level of AS pairs. That is, the discussion implicitljocal-prefwithin a preference class do not affect system stability.
assumes that an AS pair has a customer—provider or peerA& does not need to coordinate witin making these changes.
peer relationship foall destination prefixes. Since the pathn contrast, AS needs to change its import and export policies.
selection process proceeds independently for each prefix, tAS v stops exporting routes learned from its providers and peers.
restriction is not actually necessary. In fact, allowing an AS pdin addition, the import policy must apply a smaller local-pref to
to have their relationship depend on the destination prefix ti®atu as a peer, rather than a customer. This removes an edge in
important for expressing more complex policies. For exampline provider-to-customer graph. Since removing an edge cannot
two ASs may have both a peer-to-peer and a backup relatiom+oduce a cycle, the resulting graph is still a DAG.
ship, where each AS provides backup connectivity to the rest ofNext, we consider a change in the opposite direction, from
the Internet in the event of a failure. This arrangement dots a peer-to-peer to a customer—provider relationship, whase
violate our guidelines, since the relationship is still uniquelthe customer and is the provider. We assume that the final
defined for each destination prefix. The ASs have a peertastomer—provider configuration does not violate the hierarchy
-peer relationship for any prefixes belonging to either AS, andm the AS graph; that is, the final customer-to-provider and
backup relationship for all other prefixes. The ASs would negatovider-to-customer graphs are DAGs. As in the previous
to use different ranges of local-pref values based on whetletample, ASw does not need to change its import and export
the routes were learned from customers or from providers apdlicies. Hencey does not need to coordinate with AS v
other peers. changes its export policies to advertise routes learned from

Similarly, an AS may act as an intermediary between twather providers and its peers. In additienchanges its import
ASs that would like to establish a peer-to-peer relationship. Foolicies to apply a higher local preference to routes learned
example, consider two ASs andw that would like to have a from «. Since the changes are isolated toA$he BGP system
peer-to-peer arrangement. Suppose thaind«w do not have remains safe. Stability problems may arise if multiple ASs tran-
dedicated connections to each other, but that they each hasgtian from peer-to-peer to customer—provider relationships, if
peer-to-peer relationship with AS Normally, an AS would not the resulting AS graph does not retain its hierarchical structure.
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A routing registry could be consulted as each provider chang¢| router bgp 7018

its configuration, and can flag proposed changes that woul neighbor 10.1.2.118 remote-as 65001
violate the hierarchical structure. neighbor 10.1.2.118 route-map INPEER in
The transition is more complicated when a customer- neighbor 10.1.2.118 route-map QUTPEER out

neighbor 10.126.236.94 remote-as 65002
neighbor 10.126.236.94 route-map INCUST in
neighbor 10.126.236.94 route-map OUTCUST out

provider relationship changes to a provider—customer rele
tionship. This situation is extremely unlikely to happen in
practice, and could be handled by performing two separat| ,
transitions from custpmer—provider to peer-to-peer, and fron ];oute_map INPEER permit 100
peer-to-peer to provider—customer. But, for the sake of com set local-preference 80
pleteness, we show how the AS pair can directly transitior set community 0:1000
from customer—provider to provider—customer. Initially,is !
the customer and is the provider. Again, we assume that the | route-map OUTPEER permit 100
final configuration does not violate our assumptions of a hier: match community 20
archical relationship between ASs. We also assume that at mc| *
one AS pair changes its relationship at a time. Applying oui| route-map INCUST permit 100
methodology, we can show that the provideshould change set local-preference 90
its configuration first. For example, suppose thathanges its set community 0:2000
configuration first. Then, during the transition periedseesy
as a provider ana seesu as a provider. This introduces two
problems. First, there is a cycle in the provider-to-custome| ,
graph. Second, both ASs export all routes to each other. Tt| jp community-list 10 permit 0:1000
resulting BGP system may not be safe. For example, the tw| ip community-list 20 permit 0:2000
ASs are vulnerable to the scenario in Fig. 2.

Instead, suppose thatchanges its configuration first. ThisFig. 7. Sample configuration of BGP sessions to a peer and a customer.
removes an edge from the customer-to-provider graph and
adds an edge to the provider-to-customer graph. Although t . . .
resulting prgvider-to-cpustomer graph has a%:ycge, we cangsh path has a provider-to-customer link followed by either a

that the BGP system is still safe during this transition period. Tﬁgstomer-to-prowder or peer-to-peer link. Using a routing reg-
%ry, each ISP can verify the validity of a route announcement.

provider-to-customer graph has exactly one cycle—the cyd o ) - )
between: andv, since each AS considers the otheras a providg e verification can be done statically by periodically checking

Consider a particular destination prefix\We consider two cases routing updates or routing table entries; upon identifying an in,—
depending on whether or not one (or both) of the ASs has/alid route,.the of_fend!ng AS can be notified. In addition, an AS
customer route td. Without loss of generality, assume that AS FoUter configuration files can be checked to ensure that local-
has a customer route b Then, applying guideline A; would pre_zf valugs are consistent with _the desired rela_tlt_)nsh|p Wlt_h the
prefer this route over any route viaHence, the decision madeNeighboring AS (and the associated export policies). The IBGP
by v has no influence on, and the system is safe. In the secongonfiguration can be checked to ensure that techniques for re-
case, assume that neither AS has a customer rouieTthen, ducing protocol traffic do not affect the routing decisions.
both + and v must select from routes learned from providers
and peer routes. Neithernor v would export such a route to APPENDIX
each other, since a customer does not_tell a provider about r_ogtes ROUTER CONEIGURATION
learned from peers or from other providers. Hence, the decision
made by each AS does not affect the other, and the BGP system iyetwork operators effect BGP policies by configuring the
safe. As such, our methodology demonstrates that the pravidéputers that communicate with neighboring autonomous sys-
should change its configuration first. tems. The Cisco Internet Operating System (IOS) serves as a
de facto standard for router configuration. In Fig. 7, we present
a small fragment of a configuration file to illustrate how to im-
plement Guideline A outlined in Section V-A-1. The example

In this paper, we present a detailed model of BGP, along withmits the statements needed to configure the various interfaces
a set of guidelines for ASs to apply in configuring their BGPnN the router, and to associate the BGP sessions with these in-
import policies. These guidelines capitalize on the commerciaffaces. A broader discussion of router configuration, and a
relationships between ASs, and provably guarantee route carere complete configuration example, are presented in [29].
vergence for all possible initial states without requiring globdihe statements in Fig. 7 associate the router with AS 7018 and
coordination. As part of ongoing work, we are investigatindefine BGP sessions with two neighboring autonomous sys-
how ASs can verify conformity with our proposed guidelinedems. Each session has three neighbor statements that identify
Since router configuration files are typically managed by hakhe IP address of the other end of the BGP session. For example,
mans, the stability properties can be compromised by humtdre router has a session to a peer at IP address 10.1.2.118 and a
errors. We propose to use the route registry that contains gession to a customer at IP address 10.126.236.94. A BGP ses-
hierarchical interconnection structure of ASs to check for cosion with a provider would have the same configuration format
sistency. For example, export policies should ensure that a® a session with a peer.

route-map OUTCUST permit 100
match community 10 20

VII. CONCLUSIONS
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Each session is associated with route-maps for the import3]
and export policies. The export policies for OUTPEER and
OUTCUST reflect the commercial relationships outlined inyyy
Section IV-A. To classify the route advertisements received
from neighbors, the import policies INPEER and INCUST tag 15]
routes with communities of 0: 1000 and 0: 2000, respectivel)}.
Consequently, any route learned from a peer would have K6]
community of 0:1000, whereas any route learned from a cu 17
tomer would have a community of 0: 200 0. The export policies
match on these community values to determine which routes
to advertise to the neighbor. The OUTPEER route-map onI)L18
exports customer routes, whereas the OUTCUST route-map
exports both peer and customer routes. The match statementl#9]
each route-map identifies a list of community values defined,,
in a separate community-list statement. For example, commu-
nity-list 10 consists of the community 0: 1000.

The import policies INPEER and INCUST reflect Guideline
A outlined in Section V-A-1. The INPEER route-map assigns a
local-preference value of 80 to all routes learned from the peef??!
and the INCUST route-map assigns a local-preference value of
90 to all routes learned from the customer. Different BGP sesi23]
sions may have different local-preference assignments, as long
as all peer and provider route-maps assign a smaller value than
all of the customer route-maps. Building on top of this basid?24]
example, the network operator could install more sophisticate&s]
route-maps that filter other routes or fine-tune the assignment
of local preference values. For example, the operator could as-
sign different local preference values to different routes on th&®!
same BGP session, as long as the configuration remains consis-
tent with Guideline A. (27]

[21]
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