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Announcements (Tue. Feb 24)

* Homework #7 will be posted before
tomorrow.

* Office Hours:
— Jun: Thursday 2:45-3:45 pm
— Ashwin: Friday 3:30-4:30 pm



Announcements (Tue. Feb 24)

* Project presentations on Monday
— 4 minutes per team
— Introduce your team members

— Describe problem, dataset and how you will
quantity success

— You may use 1-2 slides (PDF format)
* Submit your slides before the lab.



Geo-tags of tweets
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Trending topics

* How would you compute trending topics?
— Most frequent hashtags

— Frequent keywords or phrases (which are not
stopwords)

 But interesting trends in one region may
not represent interesting trends in another.



Idea: Cluster tweets by geography
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Trending topics by geography

* We can now compute trending topics
within each cluster (region).



Tapestry LifeMode Summary
Groups in the US by County

o

Example: Market Segmentation

High Society
Upscale Avenues
Metropolis

Solo Acts

Senior Styles
Scholars and Patriots
High Hopes

Global Roots

Family Portrait
Traditional Living
Factories and Farms

American Quilt

L1 High Society L1 High Society
U3 Metro Cities | U7 Suburban Periphery I
Married-Couple Families Married-Couple Families
437 414
High High
Prof/Mgmt Prof/Mgmt
Bach/Grad Degree Bach/Grad Degree Bach/Grad Degree
Single Family Single Family Single Family
Participate in public/civic Gardening Do volunteer work
activities Hold large life insurance Travel frequently by plane
Own stock worth $75,000+ policies Own American Express
Vacation overseas Stay at Hilton hotels. card
Listen to dlassical, all-news Listen to all-news radic Listen to public, all-news,
radio Rezd travel, sports dassical ragio

car i Have navigational system

in vehicle

18 Cozy and 19 Milk and

SOURCE: ESRI.COM

L1 High Society
US Urban Outskirts |
Married Couples w/Kids
338

High

Prof/Mgmt

Some College; Bach/Grad
Single Family

White

Make purchases online

Have 2nd mortgage (equity
loan)

Visit Disney World (FL)
Listen to sports on radio
Own/Lease SUV

21 Urban Villages

L9 Family Portrait

U1 Principal Urban Centers |

Family Mix
308

05 Wealthy

Seaboard Suburbs

L High Society

L1 High Society

L1 High Society

U3 Metro Cities | U7 Suburban Periphery | U7 Suburban Periphery |
Married-Couple Families Married-Couple Families Married-Couple Families
429 382 451
Upper Middle Upper Middle Upper Middle
ProfiMgmt ProffMgmt Prof/Mgmt
Some College; Bach/Grad Some College; Bach/Grad Some College; Bach/Grad
Single Family Single Family Single Family
White White White
Gamble in Adantic City Home i Enjoy
Invest heavily in stocks Hold large life insurance Consult financial planner
Use service for property/ policies Play golf, bicycle, hike
garden maintenance Lancscaping Read 2+ Sunday
Listen to all-news radio Listen to classic hits radio newspapers

Own 3+ vehicles Own/Lease SUV

Have navigational system
in vehicle

U3 Metro Cities |
Singles; Shared
316

Ut Principal Urban Centers |

Singles; Shared
353

http://www.esriro.ro/library/fliers/
pdfs/tapestry_segmentation.pdf#page=2
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Other Examples

* Image segmentation
* Document clustering

* De-duplication ...



Outline

* K-means Clustering
* Distance Metrics

 Using distance metrics for clustering
— K-medoids

— Hierarchical Clustering



12

How did we create 10 clusters?
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Can compare apples vs oranges ...

e ... 1f they are in the same feature space.
 X={x,x,, ..., x,}is a dataset

* Each x;is assumed to be a point in some
d-dimensional space
—X;=Xig, Xips vees Xig |
— Each dimension represents a feature



K-means

» Partition a set of points X ={x,, x,, ..., x,/
into k partitions C ={C,, C,, ..., C,} that
minimizes

k

a; is 1 1f

X; 1s assigned to cluster C;

Assignment Function



K-means

» Partition a set of points X ={x,, x,, ..., x,/
into k partitions C ={C,, C,, ..., C,} that
minimizes

k n
2
=1 j=1 /
Hi = [/’lil' Hi2, 7 .uid]

U is the mean of

points in cluster C..

) T
M.. —
o xec; | Cil

Cluster Representative



K-means

» Partition a set of points X ={x,, x,, ..., x,/
into k partitions C ={C,, C,, ..., C,} that
minimizes

k

Square of the straight line distance

between x; and its center ;.




Chicken-and-Egg problem

e How do we minimize RSS(C) ?

— If we know the cluster representatives (or the
means), then it is easy to find the assignment
function (which minimizes RSS(C))

 Assign point to the closest cluster representative

— If we know the assignment function,
computing the cluster representatives is easy

* Compute the mean of the points in the cluster



K-means Algorithm

* Idea: Alternate these two steps.

— Pick some initialization for cluster
representatives u'.

— E-step:
Assign points to the closest representative in y'.
— M-step:
Recompute the representatives y'*! as means of
the current clusters.



K-means: Initialization
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K-means: Iteration 1
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K-means: Iteration 2
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K-means: Iteration 10

80

40

20 -

20 +

40 -

-60

‘:
1
-4
1] . .
. F i .
L] * “
. e ©
AP .
. . -:o‘.;' ™
'l '.. L 4 ‘..
Vi, .
£ Ja
>

[ [ [ [ [
"geo_data_head10000_kmeans_10" using 1:2:3

-200

-150 -100 -50 0 50

100

150

200

22

12

10



Initialization

* Many heuristics
— Random: K random points in the dataset

— Farthest First:

* Pick the first center at random

e Pick the i center as the point “farthest away”
from the last (i-1) centers

— K-means++: (see paper)
* Nice theoretical guarantees on quality of clustering



Stopping

* Alternate E and M steps till the cluster
representatives do not change.

* Guaranteed to converge
— To a local optima ...
— ... but not necessarily to a global optima

* Finding the optimal solution (with least RSS(C)) is NP-
hard, even for 2 clusters.

24



Where k-means fails ...
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Scaling / changing features can help

QOO
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Limitations of k-means

* Scaling/changing the feature space can
change the solution.

* Cluster points into spherical regions.

« Number of clusters should be known
apriori



Outline

* K-means Clustering
* Distance Metrics

* Using distance metrics for clustering
— K-medoids

— Hierarchical Clustering

28



Distance Metrics

* Function d that maps pairs of points x, y to
real numbers (usually between 0, 1)

* Symmetric: d(x,y)=d(y,x)
* Triangle Inequality: d(x,y) + d(y,z) = d(x,z)

* Choice of distance metric is usually
application dependent



Euclidean Distance

Ix =yl = [( G = 30?)

\

* Straight line distance between two points
X =[Xy, Xy, ..., Xgl and y = [y, Vo, --., V4l

* K-means minimizes the sum of the Euclidean
distances between the points and the centers

— We use the mean as a center
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Minkowski (L,) Distance

1/p
Ly = (D Ixi - wil?)
l




Minkowski (L,) Distance

1/p
Ly = (D, Ixi—il?)

* L, =Euclidean
e L, =7



Mmkowskl (L ) Distance

* L, = city block / Manhattan

e L. =7 Vi




Vector-based Similarities

* Cosine Similarity (inverse of a distance)

pal
2iXi Vi
2 2
\/Zixi \/Ziyi

'

— can be used in conjunction with TFIDF scores



Vector-based Similarities

* Pearson’s Correlation Coefficient
— cosine similarity on mean normalized vectors

N

2i(x; —%) (v = ¥)
i~ 2 5,01 - 97

N




Set-based Distances

e Let A and B be two sets.

g A(AB) = ANB|
Jaccard(A4, B) = TUB
- J

— Again, a measure of similarity (inverse of distance)



Scaling / Changing features ...

* ... can be thought of as using a different
distance function.

* How do we cluster for general distance
functions?



Outline

* K-means Clustering
* Distance Metrics

 Using distance metrics for clustering
— K-medoids

— Hierarchical Clustering
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K-means for general distance functions?

* Mean of a set of points does not always make
sense.
— Mean of a set of movies or a set of documents?

* Mean m of a set of points P minimizes the sum
of Euclidean distances between m and every
point in P

— Best cluster representative under Euclidean Distance

— The above is not true for a general distance metric.



K-medoids

* Allows a general distance metric d(x,y).

* Same algorithm as K-means ...

* ... but we don’t pick the new centers using
mean of the cluster.
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K-medoids

— Pick some initialization for cluster
representatives u’.
— E-step:
Assign points to the closest representative in p'.
— M-step:
Recompute the representatives y'*! as the medoid,

or one of the points in the cluster with the
minimum distance from all the other points.



Medoid

* m is the medoid of a set of points P it

m = argmin (Z d(x, y))
X EP yEP

Point that minimizes the sum of distances to
all other points in the set.



Computing the medoid

m = argmin (z d(x, y))
X eP YEP

* Need to compute all | P|4 distances.

* In comparison, computing the mean in k-
means only requires computing d averages
involving | P| numbers each.



K-medoids summary

Same algorithm as K-means, but uses medoids
instead of means

Centers are always points that appear in the
original dataset

Can use any distance measure for clustering.

Still need to know the number of clusters a priori...



Outline

* K-means Clustering
e Distance Metrics

 Using distance metrics for clustering
— K-mediods

— Hierarchical Clustering
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Hierarchical Clustering

* Rather than compute a single clustering,
compute a family of clusterings.

* Can choose the clusters a posteriori.



Agglomerative Clustering

* Initialize each point to its own cluster

* Repeat:
— Pick the two clusters that are closest
— Merge them into one cluster
— Stop when there is only one cluster left



Dimension

Example

Step 1: {1} {2} {3} {4} {5} {6} {7}
Step 2: {1} {2, 3} {4} {5} {6} {7}
2 o | Step 3: {1, 7} {2, 3} {4} {5} {6}
Step 4: {1, 7} {2, 3} {4, 5} {6}
b | Step 5: {1, 7} {2, 3, 6} {4, 5)

oTz 013 of4 015 016 0f7 ofe 019 Step 6: {:, 7} {2, 3, 4:, 5, 6}
omereen’ Step7:{1,2,3,4,5,6,7}

0.2 04 0.6 0.8

Example based on Ryan Tibshirani’s slides



Dimension 2

D end I'O gr am Entire dataset
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Dimension 2

Dendrogram
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Dimension 1

A horizontal cut in the

dendogram results in a
clustering




Dimen
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Distance between clusters

Step 1: {1} {2} 13} 14} 15} 16} {7}

_ =) Step 2: {1} {2, 3} {4} {5} {6} {7}
I °l)  Step 3:{1,7} {2, 3} 4} {5} {6)

Step 4: {1, 7} {2, 3} {4, 5} {6}

] | What are the next two closest

02 03 04 0.5 0.6 0.7 0.8 09 clusters?

IIIIIIII

0.2 04 0.6 0.8




Dimension 2

Single Linkage

dsingle (€1, C) = min  d(x,y)

xECl,yECz

Distance between two clusters is

o & the distance between the two

closest points in the clusters.

S (@ oof {6} is closer to {4,5} than {2,3}
— according to single linkage

02 03 04 05 06 0.7 0.8 0.9

Dimension 1



Dimension 2
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Complete Linkage

dcomplete (C,C;) = max d(x,y)

xECl,yECz

Distance between two clusters is

o & the distance between the two

farthest points in the clusters.

40

T according to complete linkage

02 03 04 05 06 0.7 0.8 0.9

S (@ .o {6} is closer to {2,3} than {4,5)

Dimension 1



Single vs Complete Linkage




Single Linkage




Single Linkage

Chaining: Single linkage can result in clusters
that are spread out and not compact
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Complete Linkage

Rl
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Complete Linkage

Complete linkage returns more compact clusters
in this case.



Single vs Complete Linkage

2 L
1.02 5.02 6.99
1 - A A A A A
4 6
0 | | | | | | |
o 1 2 3 4 5 o6 7
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In both cases ...

1.02




Single Linkage

2

5.02 6.99

1 - A A A A
. 6
|
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Complete Linkage

Complete Linkage is sensitive to outliers.



Dimension 2

63

Average Linkage

ZXECLYECZ d(x’ y)
|C1 | - 1G]

ﬂ
o | & Distance between two clusters is

the average distance between
every pair of points in the
S (@ <) clusters.
4o
0!2 0!3 074 OM 0!8 OTQ

davg (€1, C) =

Dimension 1



Hierarchical Clustering summary

* Create a family of hierarchical clusterings
— Visualized using a dendrograms

— Users can choose number of clusters after
clustering is done.

* Can use any distance function

* Different choices for measuring distance
between clusters.



