
Since the discovery of regulatory DNA sequences in the 
1960s1, a main research focus has been to unravel how 
regulatory instructions are encoded within these seq­
uences. Advances in our ability to decipher regulatory 
sequences hold promise to substantially improve our 
understanding of fundamental biological processes such 
as differentiation and development, as changes to these 
sequences are associated with species-specific morphol­
ogy and were shown to alter properties of expression pat­
terns that are required for development2,3. Importantly, 
deviations from the desired expression pattern (which 
stem from misregulation) often underlie the formation 
of diseases, as observed in recent genome-wide association  
studies (GWASs)4–7 and studies of cancer8,9, in which 
many gene expression changes that are characteristic  
of the disease state have been linked to changes in  
regulatory regions.

The basic paradigm for the execution of regulatory 
instructions encoded within the DNA accounts for 
the timely binding of regulatory proteins — mainly, 
transcription factors (TFs) — to promoters or enhanc­
ers, which in turn prompt the recruitment of the tran­
scription machinery to the core promoter, resulting in 
transcription initiation and the formation of robust 
expression patterns10,11. In recent years, a surge of new 
high-throughput and quantitative technologies have 
greatly advanced our understanding of transcription 
and our ability to characterize the regulatory sequences 
involved. These technologies enable us to efficiently pro­
duce and manipulate a large number of DNA sequences, 
to carry out measurements of DNA binding by various 
regulators (BOX 1), and to measure the expression driven 

by thousands of native and synthetically designed  
regulatory sequences (BOXES 2,3).

Here, we review our current understanding of regula­
tory sequences (for example, promoters and enhancers), 
focusing primarily on recent studies. We first discuss the 
current characterization of the main ‘building blocks’ of 
regulatory sequences — namely, TF binding sites (TFBSs) 
— and the degree to which knowledge of their properties 
allows the prediction of TF binding in cells. We further 
explore the various combinations of TFBSs within regula­
tory sequences and how gene expression depends on the 
properties of these combinations (for example, the compo­
sition and arrangement of TFBSs). We then go beyond the  
regulatory elements and discuss the possible effects of  
the sequence context of these elements that are mediated, for  
example, by the chromatin landscape and by DNA struc­
ture. Finally, we discuss the incorporation of accumulat­
ing knowledge on regulatory sequences into GWASs and 
expression quantitative trait locus (eQTL) analyses, as well 
as the potential of such approaches for identifying causal 
single-nucleotide polymorphisms (SNPs) and for predict­
ing the expression driven by personal genome sequences.

Regulatory building blocks
TFBSs are considered the core building blocks of reg­
ulatory sequences. These sequences are fairly short 
(6–12 bp) and have distinct specificity for DNA-binding 
molecules — namely, TFs — that play a part in regulat­
ing the expression of the associated genes when they are 
bound. The characterization of TFBSs has considerably 
improved in recent years through the development of 
several high-throughput methods.
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Genome-wide association 
studies
(GWASs). Genome-wide studies 
that are designed to identify 
genetic associations with an 
observable trait, disease or 
condition.

Expression quantitative 
trait locus
(eQTL). A locus at which 
genetic variation is associated 
with variation in gene 
expression levels.
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Abstract | Instructions for when, where and to what level each gene should be expressed 
are encoded within regulatory sequences. The importance of motifs recognized by 
DNA-binding regulators has long been known, but their extensive characterization 
afforded by recent technologies only partly accounts for how regulatory instructions are 
encoded in the genome. Here, we review recent advances in our understanding of 
regulatory sequences that influence transcription and go beyond the description of motifs. 
We discuss how understanding different aspects of the sequence-encoded regulation can 
help to unravel the genotype–phenotype relationship, which would lead to a more 
accurate and mechanistic interpretation of personal genome sequences.
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Box 1 | Methods for assaying protein–DNA interactions

In vitro methods
PBM. Protein binding microarray (PBM) is a high-throughput method for 
characterizing the in vitro DNA binding specificities of transcription 
factors (TFs). A DNA-binding protein of interest is expressed, purified and 
added to a double-stranded DNA (dsDNA) microarray. The microarray is 
then washed to remove nonspecific binding, and a fluorescent antibody 
is used to quantify protein binding to each probe. The probes in the 
microarray commonly contain all possible 10‑bp potential binding sites.

HT‑SELEX. High-throughput systematic evolution of ligands by 
exponential enrichment (HT‑SELEX) can be used to characterize the 
in vitro DNA binding specificities of TFs. A dsDNA mixture (for example, a 
mixture containing all possible 14‑bp sequences flanked by primer sites) 
is incubated with an immobilized DNA-binding protein. After washing, the 
bound oligonucleotides are recovered, amplified and used as a new set of 
ligands in the subsequent selection cycles. The bound dsDNA population 
in each cycle is subjected to high-throughput sequencing to deduce the 
TF binding specificities.

MITOMI. Mechanically induced trapping of molecular interactions 
(MITOMI) is a high-throughput method for characterizing the in vitro DNA 
binding specificities of TFs. A microfluidic device is aligned to a 
microarray, such that each cell contains a programmed DNA that can be 
bound by TFs localized to the surface. Mechanical trapping protects 
protein–DNA interactions, whereas unbound DNA and proteins are 
washed out, and the device is then scanned to quantify binding.

HiTS–FLIP. High-throughput sequencing–fluorescent ligand interaction 
profiling (HiTS–FLIP) can be used to characterize the in vitro DNA 
binding specificities of TFs28. Clusters of dsDNA are constructed on a 
sequencing flow cell. A fluorescently tagged protein is added and, after 
a wash step, binding to each cluster is quantified by visualizing 
fluorescence with high-throughput sequencer optics. Bound clusters are 
mapped to the corresponding sequences on the basis of their position 
on the flow cell.

DIP–chip and DIP–seq. DNA immunoprecipitation followed by microarray 
(DIP–chip) and DIP followed by high-throughput sequencing (DIP–seq) are 
high-throughput methods for identifying, on a genome-wide scale, DNA 
regions that are bound in vitro by a target protein of interest. In the  
DIP step, a purified DNA-binding protein is incubated with sheared 
genomic DNA, and protein–DNA complexes are then separated from 
unbound DNA using immunoprecipitation or affinity purification. Purified  
DNA fragments are amplified, labelled fluorescently and identified either 
by hybridization to a DNA microarray or by high-throughput sequencing. 
A similar approach to DIP–seq is termed protein–DNA binding followed 
by high-throughput sequencing (PB–seq). 

In vivo methods
ChIP–chip and ChIP–seq. Chromatin immunoprecipitation followed by 
microarray (ChIP–chip) and ChIP followed by high-throughput sequencing 
(ChIP–seq) are high-throughput methods for identifying, on a 
genome-wide scale, DNA regions that are bound in vivo by a target 
protein of interest. In the ChIP step, DNA–chromatin extracts (that is, 
complexes of DNA and protein) are enriched by antibodies that recognize 
the specific DNA-binding protein of interest. The precipitated DNA is then 
identified through hybridization to a microarray or by high-throughput 
sequencing.

ORGANIC. High-resolution maps for some TFs can also be produced using 
occupied regions of genomes from affinity-purified naturally isolated 
chromatin (ORGANIC)127. It is a variant of ChIP–seq in which the initial 
steps of crosslinking and sonication that are common to ChIP applications 
before immunoprecipitation are replaced by digestion using micrococcal 
nuclease (MNase).

ChIP-exo. This is an extension of ChIP–seq that includes exonuclease 
trimming after immunoprecipitation to increase the resolution of the 
mapped binding events.

DNase-seq. DNase I hypersensitive site sequencing (DNase-seq) is a 
high-throughput method for identifying, on a genome-wide scale, open 
chromatin regions and footprints of DNA-binding proteins in these 
regions. Nuclei are treated with DNase I, which preferentially digests 
accessible DNA. Produced fragments can then be identified using 
microarrays or, more recently, high-throughput sequencing, in which read 
edges represent DNase I  cleavage site. Notably, analyses of 
DNase I‑released fragments based on their length can offer coupling of TF 
footprint information and nucleosome occupancy as measured on the 
same population in a single assay128.

Chemical approach for nucleosome mapping. This is a high-throughput 
method for mapping genome-wide locations of nucleosome centres 
in vivo at single-base-pair resolution98. It relies on chemical modification 
of histones that, upon the introduction of hydrogen peroxide, results in 
hydroxyl radicals that cleave the DNA at sites that symmetrically flank the 
nucleosome centre. Cleavage patterns are then identified using 
high-throughput sequencing.

ATAC-seq. Assay for transposase-accessible chromatin using sequencing 
(ATAC-seq) is a high-throughput method for interrogating open chromatin 
on a genome-wide scale and capturing footprints of both nucleosomes 
and DNA-binding proteins129. Unfixed nuclei (even from a limited number 
of cells) are treated with a transposase and loaded in vitro with adaptors 
for high-throughput sequencing, which results in preferential integration 
of the adaptors in regions of accessible chromatin. Amplified DNA 
fragments are identified using high-throughput sequencing.

FAIRE. Formaldehyde-assisted isolation of regulatory elements (FAIRE) is 
a high-throughput method for identifying nucleosome-depleted regions. 
Cells or dissociated tissues are crosslinked briefly with formaldehyde, 
lysed and sonicated. Sheared chromatin is subjected to phenol–
chloroform extraction, and the DNA from the aqueous phase (that  
is,  preferentially nucleosome-depleted DNA) is purified and  
assayed. FAIRE-enriched fragments can be identified using microarrays 
(in FAIRE–chip) or high-throughput sequencing (in FAIRE–seq).

In vitro and in vivo methods
MNase–chip and MNase–seq. MNase digestion followed by microarray 
(MNase–chip) and MNase digestion followed by high-throughput 
sequencing (MNase–seq) are high-throughput methods for mapping 
nucleosomes on a genome-wide scale. Nuclei are treated with MNase, 
which preferentially digests accessible DNA to produce mostly mono
nucleosome-bound fragments. The resulting fragments can then be 
analysed using microarrays or by high-throughput sequencing. Similar to 
this in vivo application, nucleosomes can be assembled on naked genomic 
DNA and assayed with MNase to produce an in vitro genome-wide map.

such as chromatin immunoprecipitation followed by 
microarray (ChIP–chip)12,13, ChIP followed by high-
throughput sequencing (ChIP–seq)14,15, ChIP-exo16 and 
DNase I hypersensitive site sequencing (DNase-seq)17,18 
(BOX 1), this approach can be applied in vivo to capture 
the binding events that occur along the genome in the 

Quantitative characterization of TFBSs. The numerous 
technologies used in the study of TFBSs consist of two 
main approaches. One approach focuses on measuring 
the occupancy of sites along the genome, which can then 
be used to delineate the binding preferences of the meas­
ured TFs from a ‘top-down’ perspective. Using methods 

In vivo
In the context of this Review, 
in vivo refers to experiments 
carried out in living cells, 
regardless of whether the cells 
are within or outside a whole 
organism (sometimes referred 
to as ex vivo).
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Position weight matrices
(PWMs). Representations for 
the specificity of DNA-binding 
proteins, in which a score is 
assigned to every possible 
base pair at each position in 
the binding site. A PWM score 
for a specific sequence is the 
sum of position-specific scores 
for each of its base pair.

measured conditions. These methods are especially 
beneficial for revealing how these events change across 
cell types and conditions, and recent applications have 
also attempted to use these methods to assess binding 
dynamics19,20. Although the measured binding events are 
not a direct readout of the TF sequence preferences but 
rather a reflection of the net result of several processes 
and effects, such techniques are used to obtain quantita­
tive characterization of TFBSs, for example, by deriving 

position weight matrices (PWMs)21 based on the frequency 
of occurrences of different sequences among the bound 
genomic regions22.

The second approach to study TFBSs is considered 
to provide a more quantitative description of intrinsic 
sequence preferences of TFs. This approach focuses 
on in vitro affinity measurements of the chosen TFs 
to many short sequences, which can then be used to 
predict potential binding events genome wide from a 

Box 2 | Identification of enhancers using massively parallel reporter assays

An ongoing challenge in the study of eukaryotic genomes is to identify enhancers and to characterize their activity. 
Several methods have been used to identify candidate enhancers, including computational predictions based on 
sequence features (for example, sequence conservation and the presence of inferred transcription factor binding site 
(TFBS) clusters)58,130,131 and genome-wide measurements of transcription factor (TF) occupancy, enhancer-associated 
proteins (such as histone acetyltransferase p300) or chromatin features (for example, open chromatin or epigenetic 
markers)35,132,133. Formaldehyde-assisted isolation of regulatory elements (FAIRE), which isolates nucleosome-depleted 
DNA (BOX 1), was applied to several eukaryotic cell and tissue types to search for candidate regulatory sequences in a 
high-throughput manner134. 

However, although these methods generate thousands of predictions, the ability to experimentally examine them was, 
until recently, limited to fairly low-throughput assays (for example, luciferase reporter assays). Earlier attempts to 
increase the throughput were achieved by enriching for sequences that could drive fluorescent reporter expression using 
fluorescence-activated cell sorting (FACS), followed by subcloning and sequencing135. A recent study used confocal 
microscopy to measure the ability of ~6,500 genomic fragments to drive expression in imaginal discs136, and in the adult 
and embryonic central nervous system137,138 of Drosophila melanogaster.

A major increase in throughput was recently achieved by the use of DNA sequencing technologies in massively parallel 
reporter assays. These assays aim to both identify enhancers (when carried out on native genomic sequences) and dissect 
enhancer properties (when carried out on synthetic sequences) (BOX 3).

Among others, these methods allowed measurements of reporter activity of ~2,000 145‑bp DNA segments that were 
derived from genomic sequences which showed an enhancer-associated chromatin state and that were centred on 
evolutionary conserved regulator motifs in 2 human cell lines39. An additional set of ~3,000 variants with targeted 
disruptions to the motifs was also measured, which generally confirmed the expected cell-specific activity of the 
tested regulators.

A recent method139 eliminated the need for barcodes (which are used in mRNA sequencing-based reporter assays to 
assign the measured activity to each sequence variant) by placing the candidate enhancers downstream of a minimal 
promoter, such that active enhancers in this context are themselves transcribed and thus contained within the sequenced 
mRNA. This method is termed self-transcribing active regulatory region sequencing (STARR-seq) and was used to 
quantitatively study the activity of millions of D. melanogaster genomic fragments that covered >90% of the 
non-repetitive genome in two cell types.

A complementary method41 termed enhancer-FACS-seq (eFS) provided a lower-throughput identification of 
tissue-specific enhancers in D. melanogaster. However, this classification was carried out for genomically integrated 
candidate enhancers in the context of the whole embryo. The classic microscopy examination of fluorescence is replaced 
with FACS-based sorting of the population of interest, followed by sequencing of candidate enhancers. This method was 
used to identify mesodermal enhancers among several hundred candidates, and active enhancers identified by eFS were 
found to be enriched with known and putative TFBSs.

Recently, site-specific genomic integration and FACS followed by sequencing (SIF–seq) was also used for enhancer 
identification in mammalian cells140, specifically among >500 kb of mouse and human genomic sequences that were 
tested in mouse embryonic stem cells (ESCs). Additionally, fragments from specific genomic loci of interest were tested 
both at the initial ESC states and upon in vitro differentiation to cardiomyocytes and neural progenitors.

Another recently developed assay — functional identification of regulatory elements within accessible chromatin 
(FIREWACh)141 — uses lentiviral-based integration rather than site-specific integration in murine ESCs and is focused 
primarily on reducing the search space for the identification of regulatory sequences to a relevant portion of the genome. 
Input sequences were produced by enriching for nucleosome-depleted regions (through incubation with restriction 
enzymes), thus replacing random shearing or computational pre-selection of candidates.

We note that the nature of the input sequences, and the context and conditions in which these experiments are carried 
out (for example, the non-endogenous location of the tested sequence, its placement within the expression cassette, its 
randomly fragmented nature and the use of a single, particular, minimal promoter) are likely to bare some effects on the 
ability of these assays to delineate endogenous enhancers and to assess their activity.

Nevertheless, the surge of high-throughput reporter assays (such as those described here and in BOX 3) provides an 
important step in tackling what seemed, until quite recently, to be a technological barrier that limits our understanding  
of the activity of regulatory sequences. These studies therefore steer future research to the challenging task of finding 
means to analyse and use these large-scale, rapidly accumulating data sets to gain a more mechanistic and possibly 
predictive understanding of sequence-encoded regulation.
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Box 3 | Dissection of regulatory sequences using massively parallel reporter assays

In recent years, a surge of new methods that incorporate high-throughput sequencing 
into reporter assays enabled quantitative measurements of the activity of thousands of 
synthetically designed regulatory sequences. Some of these methods examine 
regulatory sequences at single-base-pair resolution (see the figure, part a) using 
extensive mutagenesis (either random (part c) or designed (part d)). Alternatively, some 
methods examine regulatory sequences, focusing on regulatory elements (part b) using 
random ligation (part e) or fully designed sequences (part d) that contain, for example, 
systematic manipulations of the composition and arrangement of transcription factor 
binding sites (TFBSs) . The activity of the regulatory sequences is measured by 
sequencing of the regulated transcripts (part f) or by fluorescence-activated cell sorting 
(FACS) according to the expression levels of the regulated reporter gene, followed by 
DNA sequencing to reveal the relative prevalence of each sequence variants in each of 
the expression bins (part g). Examples of applications are listed below, and their 
experimental trajectories are shown in parentheses.
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•	Studies in mouse livers (parts a→c→f)76

•	Studies in newborn mouse retinas (parts a→d→f)77,105

•	Studies in HEK293T (human kidney) cell line  
(parts a→d→f)75

•	Studies in mouse livers and human HepG2 liver cells  
(parts b→d→f)60

•	Studies in yeast cells using plasmids (parts b→d→g)36 and 
genomic integration of constructs (parts b→e→f)38

•	Studies in Escherichia coli (parts a→c→g142;  
parts b→d→f,g143)

•	In vitro transcription (parts a→d→f)144

UTR, untranslated region; YFP, yellow fluorescent protein.
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Dissociation constant
(Kd). The dissociation constant 
between two molecules (in this 
context, for a transcription 
factor and a DNA sequence). It 
is the ratio of the off:on rate for 
the formation and dissolution 
of the complex.

‘bottom‑up’ perspective. Using methods such as pro­
tein binding microarrays (PBMs)23, high-throughput 
systematic evolution of ligands by exponential enrich­
ment (HT-SELEX)24,25, mechanically induced trapping 
of molecular interactions (MITOMI)26,27 and high-
throughput sequencing–fluorescent ligand interaction 
profiling (HiTS–FLIP)28 (BOX 1), the binding of hundreds 
of TFs from various organisms — including yeast29,30, 
Caenorhabditis elegans31, mice32 and humans25 — was 
thoroughly examined. The large data sets of affinity 
scores to each tested sequence allow a thorough exami­
nation of the various assumptions that are made on TF 
binding, such as the position independence assumption 
that underlies the popular representation of specificities 
with PWMs21. Notably, in cases in which the assay can 
be accurately carried out with several concentrations of a 
tested TF, it can be used to compute an exact dissociation 
constant (Kd) for each sequence21, as shown with studies 
using HiTS–FLIP28, MITOMI26,27 and PBMs33,34. Kd has 
advantages over common binding scores, as it does not 
depend on the concentration of the binding molecule 
that was used in the experiment.

From in vitro specificities to in vivo binding and expres-
sion. The highly accurate and quantitative nature of 
in vitro measurements of binding specificity greatly 
advances our understanding of TF binding in vivo. This 
is shown, for example, by the identification of a strong 
in vitro characterized DNA-binding motif in most DNA 
segments that were found to be occupied by TFs in vivo 
in recent ChIP–seq data from the Encyclopedia of DNA 
Elements (ENCODE) project15,35, and ChIP–seq peaks 
that lack a motif are thought to possibly indicate indirect 
binding events30. This is further supported by the fairly 
good agreement between the in vitro affinities measured 
for different sites of a given TF and the in vivo expres­
sion in yeast and human cells driven by synthetic pro­
moters that contain these sites36–39. Additional support is 
given by the successful use of the characterized binding 
specificities of TFs in computational models that aim to 
explain complex expression patterns of native regulatory 
sequences40,41.

In contrast to these studies that show the power of 
in vitro-deduced binding specificities for predicting the 
TFBSs bound in vivo and consequently the effects on 
gene expression, a common observation is the differ­
ential occupancy found in vivo for sequences that have 
been identified in vitro as preferred binders42–46. Such dif­
ferential occupancy can stem from various mechanisms, 
some of which are discussed below (FIG. 1).

In some cases, the in vitro affinities may not accu­
rately reflect the binding specificities in vivo. This can 
occur when the state of the binding molecule differs 
in vitro and in vivo, for example, when the in vivo bind­
ing involves interactions with cofactors that may alter 
the sequence preferences of the TFs47 (FIG. 1a). In a recent 
study48, the in vitro characterization by HT‑SELEX 
revealed that the interaction of different Drosophila 
melanogaster Homeobox (Hox) proteins with a known 
DNA-binding cofactor, extradenticle (Exd), evokes 
binding specificities that are distinct from one another, 

and the differences were greater among the Hox–Exd 
complexes than among the Hox monomers. Notably, 
such alterations to binding specificities can also occur 
with a non-DNA-binding cofactor, as shown with the 
PBM-based characterization of an extended motif that 
is recognized by the yeast Cbf1–Met4–Met28 complex 
compared with the sequence specificities of Cbf1–Met4 
alone34. In both studies, the latent specificities49 that 
result from cofactor interactions contributed to the 
understanding of in vivo binding.

Notably, it is likely that even in cases in which the 
ranking of the binding affinities of different sequences 
as deduced in vitro is maintained in vivo, the quantita­
tive differences measured in vitro would not accurately 
reflect those in vivo, consequently hindering our ability 
to understand expression differences that stem from this 
differential binding.

We further note that even the seemingly simpler task 
of predicting gene expression from in vivo TF bind­
ing measurements, rather than from motif occurrence 
directly, is still challenging. Such predictions involve 
deriving highly quantitative information from in vivo 
binding methods (BOX 1), but technical issues such as 
crosslinking and immunoprecipitation efficiencies can 
preclude such analyses. For example, ChIP peaks at dif­
ferent genomic locations and for different TFs are not 
readily comparable and generally do not provide an 
accurate quantitative measure of the fraction of cells in 
the population in which these regions are bound by the 
examined TFs. The difficulty in predicting gene expres­
sion from in vivo TF binding also underscores our 
currently limited understanding of the quantitative con­
tribution to expression of different TF binding events50.

One way to bridge the gap between in vitro-derived 
motif preferences, and in vivo TF binding and gene 
expression is to go beyond the isolated TFBSs and to 
quantitatively characterize other determinants, such as 
properties of regulatory architectures and the effects of 
sequence context.

Combining regulatory elements
TFBSs embedded into regulatory sequences such as 
promoters or enhancers exert their effect on gene 
expression by facilitating interactions between bound 
TFs (including both direct and indirect modes of coop­
eration51), between bound TFs and non-DNA-binding 
cofactors, and between bound TFs and the transcription 
machinery. These interactions may impose constraints 
on properties such as the number, location, orientation 
and order of TFBSs, which are frequently referred to as 
‘grammatical rules’ of regulatory sequence architectures. 
It remains a major challenge to characterize these ‘rules’, 
to evaluate the degree to which they are prevalent and 
universal, and to assess their effect on quantitative differ­
ences in expression outcomes, transcriptional dynamics 
and cell‑to‑cell variability.

Using various approaches, many studies have 
addressed these issues in the past few decades. Prompted 
by advances in identifying regulatory sequences across 
different species and in annotating their embedded 
regulatory elements, one of such approaches is based 
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Orthologous
Pertaining to loci in two species 
that are derived from a 
common ancestral locus.

on comparative analysis of orthologous enhancers and 
of enhancers that drive similar expression patterns. 
However, although some studies show the use of com­
mon or conserved architectural features to character­
ize functional organizational features52,53, other studies 
advise caution in applying such inference strategies 
and argue that a seemingly conserved sequence prop­
erty is not a clear indication of cis-regulatory logic54,55. 
Similarly, the intriguing observation reported in several 

papers that diverged regulatory regions or multiple types 
of architectures can produce seemingly similar expres­
sion patterns56–59 does not in itself refute the existence 
or functional importance of architectural constraints 
but might rather allude to some degree of robustness or 
compensatory dynamics.

A more direct approach to address these questions 
is to measure the effect on expression of systematic 
manipulation of different properties of regulatory 

Figure 1 | Mechanisms affecting transcription factor binding: beyond simple binding site specificities.   
a | Interactions between transcription factors (TFs) or between a TF and a cofactor can result in modified DNA binding 
preferences, as exemplified in a recent study48 of the binding specificities of different homeobox (Hox) protein 
complexes with the cofactor extradenticle (Exd) in Drosophila melanogaster. Accounting for these latent specificities, as 
opposed to relying only on the in vitro-deduced monomeric specificities, improves the ability to predict in vivo binding. 
b | As the binding affinity of a TF to the DNA and its ability to promote expression can increase as a result of protein–
protein interactions with a nearby binding TF, accounting for the regulatory sequence architecture in which a predicted 
site is embedded (that is, the location, orientation and distance of the predicted site relative to nearby transcription 
factor binding sites (TFBSs)) can improve the ability to predict its probability of being bound. c | The base pairs flanking a 
TFBS can influence the binding of the TF, possibly by affecting the local DNA shape. Thus, deducing flanking preferences, 
either at the level of base content or, more sparsely, at the level of DNA shape features, can contribute to our 
understanding of differential binding to seemingly identical sites. d | Sequences in the vicinity of a TFBS can affect the 
probability of nucleosome formation, as in the case of poly(dA:dT) tracts that can alter the accessibility of the TFBS to its 
cognate regulator and thus indirectly affect its binding probability. Part a adapted with permission from REF. 48. This 
article was published in Cell, 147, Slattery, M. et al., Cofactor binding evokes latent differences in DNA binding specificity 
between Hox proteins., 1270–1282, © Elsevier (2011). Part c adapted with permission from REF. 45. This article was 
published in Cell Reports, 3, Gordon, R. et al., Genomic regions flanking E‑box binding sites influence DNA binding 
specificity of bHLH transcription factors through DNA shape., 1093–1104, © Elsevier (2013).
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Homotypic TFBS cluster
A cluster of multiple 
transcription factor binding 
sites for the same transcription 
factor.

Heterotypic clustering
Clustering of multiple 
transcription factor binding 
sites for different transcription 
factors.

architectures (see below). Whereas analyses of native 
regulatory sequences that differ from each other in many 
aspects are restricted to correlating regulatory features 
with the transcriptional outcome, a perturbation-based 
approach attempts to produce sequence variants that dif­
fer in a single parameter (for example, the presence or 
location of a TFBS) and thus facilitates the elucidation 
of the causal effect of the varied parameter. The numer­
ous regulatory sequence manipulations carried out over  
the years at various loci, which commonly examined the  
effect in multiple tissues simultaneously, provided a 
wealth of insights, even though these are often quali­
tative in nature. Recent high-throughput technologies 
(BOX 3) scaled up these approaches and enable quantita­
tive measurements of the expression driven by thousands 
of regulatory sequence variants in a single experiment in 
one or two chosen conditions or cell types.

Regulatory architecture composition. Most enhancers 
studied so far contain multiple regulatory elements, but 
the exact contribution of each regulatory element, even 
in a homotypic TFBS cluster, to the resulting gene expres­
sion pattern is largely unknown. Several studies showed 
that expression levels increase monotonically with the 
addition of more TFBSs and seem to saturate at a specific 
number of sites (FIG. 2a). This was the case for 13 TFs 
that were recently examined in yeast36, as well as for 5 
of 12 liver-specific TFs examined in mice and in human 
HepG2 cells60. The differences in the results obtained 
for these liver-specific TFs might discriminate TFs that 
can promote expression on their own from TFs that may 
require other binding partners. A further quantitative 
characterization of this trend in yeast was afforded by the 
ability to test hundreds of synthetically designed vari­
ants. Specifically, all 128 possible combinations of up to 7 
TFBSs in 7 predefined locations across 2 promoter con­
texts were examined, which provided a direct measure 
of the relationship between expression and TFBS multi­
plicity for 2 tested TFs (by averaging across the different 
locations). The relationship was found to accurately fol­
low a logistic function36, but both the number of TFBSs 
at which saturation was observed and the expression 
value at saturation differed among TFs and sequence 
contexts36,60. This raises interesting questions about the 
mechanisms underlying these parameters and whether 
these act at the level of TF binding (for example, con­
straints on binding events posed by the TF concentration 
in the tested condition) or at the level of transcriptional 
activation (for example, a maximal degree of recruitment 
or stabilization of the transcription machinery).

Notably, as the number of binding sites for a specific 
TF can be a ‘sensor’ of that TF concentration — with 
higher concentrations promoting multiple binding 
events in promoters with several TFBSs — so can the 
affinity of the TFBSs (FIG. 2b). Both the presence of weak 
sites and the importance of constraining their affinity 
were shown to contribute, quantitatively and spatially, 
to the formation of proper expression patterns40,61–63. 
It will be interesting for future quantitative studies to 
characterize the aspects by which properties such as the 
multiplicity and affinity of TFBSs are interchangeable.

Aside from the multiplicity and affinity of TFBS 
clusters, it is also crucial to understand the effect of the 
identity of the binding TFs. The appearance of multi­
ple TFBSs for different TFs — referred to as heterotypic  
clustering — leads to combinatorial regulation and 
allows logical-gate type of computations (such as ‘AND’, 
‘OR’ and ‘NOR’), the inputs of which are the presence 
(and, even more precisely, the concentrations) of the 
regulating TFs. This combinatorial capacity was shown 
to be important in several organisms and contexts, spe­
cifically in developmental processes that require precise 
readouts of morphogen gradients to form proper spatio­
temporal gene expression patterns58,64. A recent study 
discussed another potential property of using multiple 
types of TFs: across thousands of enhancers with differ­
ent combinations of 12 liver-specific TFs tested in mice 
and HepG2 cells, those with heterotypic TFBS clusters 
generally showed higher levels of expression than the 
corresponding homotypic clusters60 (FIG. 2c). Unravelling 
the mechanism underlying this effect, which possibly 
involves strong cooperative interactions between the 
different TFs, and its relationship to the concentration 
of the TFs will facilitate the assessment of the general­
ity of this observation for different TFs, cell types and 
conditions.

We note that, in some cases, accounting for the iden­
tity of a binding TF provides insights into the dynamics 
and modes of TF cooperation that occur at the exam­
ined regulatory sequence; this would be the case, for 
example, if one of the binding TFs is capable of binding 
nucleosomal DNA and increasing accessibility for other 
binding events — possibly through the recruitment of 
chromatin remodellers (such as pioneer TFs65) or, more 
generally, if it is suspected to have some potentiating role 
(such as the D. melanogaster TF Zelda)51.

From flexible to constrained architectures. The mul­
tiplicity, identity and affinity of TFBSs are commonly 
referred to as the composition of a regulatory sequence. 
However, the degree to which composition is the key 
determinant of the function of a regulatory sequence 
is still an open question, and accumulating examples 
show that regulatory sequences span a range between 
sequences with function that largely depends on their 
composition and sequences with function that is also 
highly sensitive to the arrangement of the constituent 
elements (FIG. 2d).

At one end of this spectrum are regulatory sequences 
that can be described by the ‘billboard’ model66. This 
model proposes that regulatory sequences are units of 
information display, in which a largely flexible arrange­
ment of regulatory elements or small modules acts in a 
relatively independent manner and consequently car­
ries out a fairly additive type of computation. Enhancers 
that are largely insensitive to alteration in orientation, 
spacing or order of their constituent TFBSs may thus 
follow this model54,60,67,68. However, the activity of other 
enhancers may depend on the specific organization 
of a subset of the constituent elements (for example, 
two TFBSs among several), probably owing to inter­
actions between the respective binding TFs69,70. Other 
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enhancers are even more constrained, as they require 
particular spacing between several pairs of elements 
to form proper expression patterns and also show an 
overall sensitivity to the order of TFBSs68,71. Notably, 
constraints on specific positions and/or spacing were 
suggested to facilitate the interaction between TFs 
that bind to adjacent sites (for example, by enabling  
cooperativity of activators or short-range repression) or, 

in other cases, to inhibit such interactions (for example, 
by preventing promiscuous expression without the need 
for transcriptional repression)62,68.

In regulatory sequences at which all DNA-binding 
proteins cooperate to form the activating structure, 
as in the case of the extensively studied interferon‑β 
enhancer72,73, a fixed arrangement of the underlying 
TFBSs might be imposed. Such a case represents the 
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Figure 2 | Properties of regulatory sequence architectures.  a | For some activators, expression was shown to 
increase monotonically with the addition of transcription factor binding sites (TFBSs) for that regulator and then  
reach saturation36,60. For the yeast transcription factors (TFs) Gal4 and Gcn4, this pattern perfectly matched a logistic 
function36. b | TFBS affinity can serve as a ‘sensor’ for TF concentration (conc); for example, a weak site ensures binding 
only above some threshold concentration. c | Combinatorial regulation — for example, encoding a requirement for two 
types of TFs (that is, an ‘AND’ gate) — can be attained with an architecture that includes the corresponding mixture of 
TFBSs. A recent study60 suggested that such heterogeneous (that is, heterotypic) TFBS clusters can result in higher 
expression levels than their corresponding homogenous (that is, homotypic) TFBS clusters. d | Regulatory sequences 
vary in the degree to which their expression is sensitive to TFBS arrangements. On one end of this spectrum is the 
non-constrained ‘billboard’ model, in which expression is robust to manipulations to TFBS spacing and order. In a more 
constrained enhancer, expression may depend on the relative spacing of specific pairs of adjacent TFBSs. When the 
relative location of another TF can further enhance expression, some dependency on the TFBS order is expected.  
On the other end of the spectrum is the ‘enhanceosome’ model: when expression occurs only upon the formation of  
a specific complex that involves all binding TFs, a highly constrained architecture is observed, as in the case of the 
interferon‑β enhanceosome. Part c from REF. 60, Nature Publishing Group.
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highly constrained extreme at the other end of the spec­
trum, which can be described by the ‘enhanceosome’ 
model66, and these regulatory sequences are likely to 
drive a synergistic and hence sharp or even switch-like 
response.

Finally, a recent study74 suggested another type 
of enhancer model termed the ‘TF collective’. In this 
model, TF activity is determined by cooperative inter­
actions, similarly to the enhanceosome model, yet the 
formation of this activating collective does not require 
a strict TFBS composition (that is, sites for subsets of 
the regulators are sufficient) or arrangement within the  
enhancer, which is reminiscent of the flexibility of  
the billboard model. Further investigations are required 
to better characterize this mode of operation and its 
prevalence.

The differences between enhancers that represent 
different points along this spectrum might be evident 
not only by direct manipulations to arrangements of 
regulatory elements but also in the quantitative effects 
on expression that results from exhaustive mutagene­
sis75–77 (BOX 3). Several properties — such as the number 
of positions along the enhancer that significantly affect 
expression, the magnitude of these changes and the fre­
quency of non-additive effects — were shown to differ 
between two studied enhancers, one of which was rep­
resentative of the billboard model and the other of the 
enhanceosome model75. This type of classification may 
also underlie, to some extent, the differences in such 
properties reported by recent mutagenesis studies on 
different enhancers76,77.

Notably, when attempting to characterize constraints 
on architectural properties, it is important to consider 
the multitude of tissues and conditions in which the 
manipulations to the arrangement of regulatory ele­
ments can have an effect. This can include, for exam­
ple, accounting for ectopic expression62, or expression 
in uninduced or stress conditions75,78. Several studies 
have elegantly shown how a specific constraint, such as 
the spacing between TFBSs, can seem unrestricted in 
one biological environment but restricted in another, or 
how such a constraint can have a dual role of ensuring 
robust expression in the desired cell type while minimiz­
ing expression in others62,68. These investigations high­
light the notion that an observed architecture represents 
overlapping layers of functional information and gives a 
cell- or condition-specific expression readout.

As it is becoming clear that enhancers vary in the 
degree to and the quantitative manner by which their 
activity depends on architectural properties, even a very 
extensive and quantitative characterization of various 
enhancers in numerous conditions, as can now be 
afforded by high-throughput assays (BOX 3), does not 
readily lead to the emergence of ‘rules’ or promise to 
provide a principled understanding. We are thus faced 
with the challenge of going beyond the description of 
specific cases, as we attempt to elucidate whether there 
are principles that determine the relevance of architec­
tural properties and constraints to the function of dif­
ferent enhancers under different circumstances and, if 
so, to characterize these principles.

Such principles can relate to the level of activa­
tion and cell‑to‑cell variability that is ‘required’ of the 
enhancer; the timing and duration of the enhancer 
activity (for example, different developmental stages68); 
the identity and families of binding regulators79; the 
type of core promoter or basal transcription machin­
ery80–82 with which they interact (for example, TATA 
versus TATA-less promoters and TFIID versus the 
SAGA complex); the chromatin landscape80,81; and 
other epigenetic properties of the environment of the 
enhancer. Studies that provide insights along these lines 
raise the possibility that such subdivisions of regulatory 
sequences in relation to their functional requirements, 
their genomic context and other properties can assist 
in elucidating distinct strategies of enhancer design 
and use.

Notably, in many cases, the lack of knowledge of the 
mechanism that underlies an observed dependency of 
enhancer activity on an organizational feature (FIG. 2a,c) 
prevents the assessment of the generality or circum­
stance of this dependency. Thus, a challenge for future 
research is to find means to provide a more mechanistic 
understanding of observed dependencies, in addition 
to an input–output description.

Beyond TFBSs: sequence context
A description of regulatory sequences that only 
accounts for the regulatory building blocks and their 
arrangements views regulatory sequences as inert 
strings on which functional elements are threaded. 
However, accumulating evidence suggests that the reg­
ulatory interactions that take place on these sequences 
also depend on the sequence context in which these 
elements are embedded. Below, we focus on two types 
of such contexts effects: the effects of base pairs that 
flank TFBSs, which may be mediated by DNA shape; 
and the effect of GC content, which may be mediated 
by nucleosome occupancy.

The effect of the flanking base pairs of TFBSs. The effect 
of the base pairs that flank the core TFBS was repeat­
edly demonstrated in the past two decades26,28,37,83–85 and 
was suggested to contribute to TF binding specificity. 
A recent study45 focused on two yeast basic helix–
loop–helix (bHLH) TFs Cbf1 and Tye7, which were 
previously shown to have highly similar DNA-binding 
motifs (E‑boxes) but seem to bind to different sets of 
genomic targets in vivo. To assess the contribution 
of flanking bases to the differential intrinsic prefer­
ences of these TFs, a new application of PBMs termed 
genomic-context PBMs (gcPBMs) was used. This 
allowed measurements of TF binding to variants of the 
core E‑box motif embedded within 30‑bp sequences, 
and the flanking bases were derived from genomic 
regions surrounding the TFBSs that were found to be 
either bound or unbound by ChIP–chip measurements. 
These measurements revealed the contribution of both 
proximal base pairs flanking the sites (which have also 
been discussed in previous studies26,86) and more distal 
flanking base pairs to the differential specificity of the 
two TFs.

R E V I E W S

NATURE REVIEWS | GENETICS	  VOLUME 15 | JULY 2014 | 461

© 2014 Macmillan Publishers Limited. All rights reserved



Regression model
A model that describes the 
relationship between a 
dependent variable and one or 
more independent variables.

One way by which flanking base pairs may influ­
ence TF binding is through their effect on the DNA 
structure (FIG. 1c). Indeed, an emerging view of protein–
DNA recognition accounts not only for discrimination 
of specific base pairs through direct interactions that 
involve hydrogen bonds and hydrophobic contacts —  
the commonly acknowledged source of specificity  
— but also for discrimination based on various prop­
erties that are related to sequence-dependent DNA 
structure and deformability, which include deviations 
from ideal B‑DNA structure (referred to as DNA shape  
properties)47,87. In support of this view, a regression model 
that incorporated DNA-shape features, such as groove 
width and rotational parameters, recapitulated the  
predictive power of a simple model on the basis of  
the occurrences of different k‑mers per flanking posi­
tion, with fewer explanatory variables, and elucidated 
distinct features of the binding of each TF examined45.

As discussed above, many effects influence TF bind­
ing in cells, and it is thus expected that improvements 
in the characterization of intrinsic sequence prefer­
ences by incorporating flanking base pairs will con­
tribute differently, depending on the TFs, to our ability 
to explain distinct binding patterns in vivo. Sequences 
bound in vivo by either Cbf1 or Tey7, as measured 
by ChIP–chip, mostly show a higher in vitro binding 
signal for the corresponding TF, as measured by the 
gcPBMs that accounted for flanking base pair prefer­
ences45. For another member of the bHLH family, Pho4, 
recent studies37,86 showed that differences in transcrip­
tion rates driven by PHO5 promoter variants (which 
differ in the 1–2 base pairs flanking the E‑box) were 
largely correlated with previous in vitro affinity meas­
urements26. Preferences of Pho4 for particular flanking 
base pairs were suggested to have an important role, 
as they subtly differ from those of the related TF Cbf1, 
which was shown to compete with Pho4 for binding 
in vivo44,86. Notably, the degree to which the flanking 
base pairs contribute to TF binding can depend on the 
chromatin context, as shown by a generally attenu­
ated effect of flanking base pairs for the nucleosomal 
Pho4-binding site compared with the exposed site in 
the PHO5 promoter37.

One specific type of flanking sequences that is sug­
gested to have a role in TF binding are A- or T‑tracts, 
which are thought to influence DNA bending and to 
induce minor groove narrowing87. In a recent char­
acterization of human TF binding specificities using 
HT‑SELEX and ChIP–seq, the core sites of many TFs 
were found to be flanked by 3–5 adenines or thymines, 
and combinations of these base pairs, which are asso­
ciated with a narrow minor groove, were found to be 
enriched compared with combinations that are associated  
with a wider groove25.

Effects of GC content mediated by nucleosome occu-
pancy. The role of chromatin in directing TFs to their 
functional binding sites within the genome was dis­
cussed in numerous studies44,88–91. For example, such 
effects were suggested to underlie the considerable 
differences in genome-wide binding locations in vivo 

and in vitro (with the latter obtained using DNA immu­
noprecipitation followed by microarray (DIP–chip) or 
high-throughput sequencing (DIP–seq) assays (BOX 1)) 
for the TFs Lue3 in yeast42 and Heat shock factor (Hsf) 
in D. melanogaster43, as accounting for nucleosome 
occupancy or DNA accessibility in these cases improved 
in vivo data predictions relative to the in vitro data.

Several factors are thought to influence nucleosome 
occupancy and positioning92, including the activity of 
chromatin remodellers and the possible role of stably 
bound proteins93. One determinant that is relevant to 
our discussion is the DNA sequence itself, as the affinity 
of histone octamers can vary for different sequences92. 
Generally, GC content is a strong predictor of nucleo­
some occupancy94, although finer GC- and AT‑related 
signals, such as those described below, have also been 
characterized92. Thus, sequences outside regulatory ele­
ments (such as TFBSs) can influence the probability of 
nucleosome formation, and thereby indirectly affect TF 
binding and gene expression95–97, for example, through 
the competition between nucleosomes and TFs for 
DNA accessibility.

Two main sequence features are associated with 
nucleosome occupancy and positioning. The first con­
sists of a ~10‑bp periodic signal of AA, TT, AT or TA 
dinucleotides that are favoured when the DNA back­
bone faces inwards towards the histone core, and CC, 
CG, GC or GG dinucleotides when the DNA backbone 
faces outwards92,98. This feature was used, for example, to 
separate active enhancers from inactive ones for sets of 
enhancers in Ciona intestinalis and D. melanogaster, as 
active enhancers showed significantly lower nucleosome  
occupancy99.

The second sequence feature is poly(dA:dT) tracts, 
which are unfavourable for nucleosome formation92,100. 
As these homopolymeric tracts, which are highly preva­
lent in eukaryotic promoters, were repeatedly associated 
with nucleosome-depleted regions, they were suggested 
to facilitate the accessibility of the DNA to binding TFs, 
thereby influencing the resulting expression (FIG. 1d). 
Indeed, a poly(dA:dT) tract near the TFBS of Gcn4 in 
the HIS3 promoter in yeast was shown to significantly 
and causally affect expression101,102. A recent study quan­
titatively characterized this effect by measuring the pro­
moter activity of a library of sequence variants that were 
designed for systematic manipulations to these tracts. 
The transcriptional effect of a poly(dA:dT) tract was 
found to be dependent on the composition, length and 
location (relative to the TFBS) of the tract, and inversely 
proportional to nucleosome occupancy over the TFBS. 
Whereas a model based only on TFBSs is inherently 
incapable of capturing these effects, incorporating the 
effects of nucleosomes and accounting for the sequence 
preferences of both histones and TFs yield good pre­
dictions of the transcriptional outcome based on the 
regulatory sequences102.

Notably, a nucleosome-mediated effect of CG‑related 
context features on TF binding and gene expression can 
be expected both when low nucleosome occupancy 
has a regulatory role42–44,89,102 and when such a role is 
ascribed to high nucleosome occupancy103,104.
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Linkage disequilibrium
(LD). A nonrandom association 
of alleles at different loci  
(as might be observed for 
particular alleles at 
neighbouring loci that  
tend to be co‑inherited).

DNase I sensitivity QTLs
(dsQTLs). Locations at which 
DNase I hypersensitive site 
sequencing read depth 
significantly correlates with  
the genotypes at nearby 
single-nucleotide 
polymorphisms, or  
insertions or deletions.

Bayesian approach
A modelling approach that 
uses Bayes’ rule and  
that computes a posterior 
probability that a hypothesis is 
true using a combination of 
prior beliefs and observed data.

k‑nearest neighbours
(KNN). A non-parametric 
regression method that 
predicts the value of a new 
point on the basis of the values 
of the k closest training points 
in the feature space.

A recent study105 provides additional support for the 
possible contribution of sequence context — particu­
larly GC‑related signals in the vicinity of TFBSs — spe­
cifically with regard to differential utilization of TFBSs  
in vivo. When short regions of the mouse genome 
bound by the cone–rod homeobox (CRX) TF (which 
were determined on the basis of ChIP–seq data) were 
used as promoters in a massively parallel reporter assay 
in living mouse retinas, they were found to generally 
drive transcriptional activation to a greater extent than 
unbound genomic regions with an equivalent number of 
CRX motifs. GC content was found to provide a strong 
discriminatory power between these two sets of genomic 
regions. Another challenge for future research is to 
uncover the underlying mechanisms of the suggested 
effect of GC‑related signals on TF binding and gene 
expression in this and other cases, for example, those per­
taining to nucleosome occupancy, DNA shape or possibly  
processes such as DNA methylation.

Context features as means to ‘fine-tune’ expression. 
Some manipulations to the sequence context can result 
in expression changes that are comparable in magnitude 
to those attained by direct manipulations of TFBSs37,102. 
However, in some cases, core TFBSs can only ‘endure’ a 
limited set of manipulations (as many changes result in 
low-affinity sites or in complete abolishment of bind­
ing), whereas context features such as properties of 
TFBS-flanking base pairs or of poly(dA:dT) tracts offer 
a wealth of possible manipulations for gradual sam­
pling of a wide range of expression values37,102. Notably, 
the general nature of the mechanisms that are likely to 
underlie some of these effects, such as DNA shape- or  
nucleosome-mediated mechanisms, suggests that 
manipulations of context features can be used, both 
in synthetic applications and throughout evolution, 
as means to ‘fine-tune’ the expression of promoters or 
enhancers that are regulated by different types of TFs.

Application to GWASs and eQTL analyses
With the recent surge of available genotypic data across 
many individuals and the associated phenotypic data 
(such as disease-related states and gene expression 
measurements), much effort is devoted to uncovering 
the genomic loci or SNPs that underlie these different 
traits. Common approaches, such as those prevalent in 
GWASs, examine the frequencies of different genotypes 
with respect to the studied phenotypes and produce lists 
of significant associations. However, in many cases, such 
attempts have a limited ability to pinpoint the causal 
SNP owing to linkage disequilibrium (LD) and offer little 
insight into the biological mechanisms that mediate the 
proposed associations.

The rapidly improved characterization of genomic 
features could help to address these issues. Specifically, 
as accumulating evidence implicates DNA variation 
within regulatory sequences in human diseases and 
disorders4–7,9, the incorporation of functionally related 
properties of regulatory sequences into eQTL analyses 
and GWASs is of great interest, as already shown in sev­
eral recent studies. For example, when eQTLs and SNPs 

were considered with respect to DNase I hypersensitive 
sites (DHSs)5,106 (BOX 1), a strong relationship emerged. 
Approximately 50% of the eQTLs were also found to 
be DNase I sensitivity QTLs (dsQTLs)106, and disease- 
associated SNPs were found to concentrate within 
DHSs; these SNPs were further found to systematically 
perturb TFBSs and frequently associate with allele- 
specific chromatin accessibility5. Overall, these studies  
suggest the involvement of chromatin accessibility and 
TF binding in mediating many genotypic effects on 
expression and phenotypic variation. This is also sup­
ported by a recent study107 using multiple ENCODE data 
sets35 (including DNase I measurements, TF ChIP–seq 
data and motif information) to functionally annotate 
SNPs that have previously been identified in GWASs. 
Associated regions were found to be significantly 
enriched with such functional SNPs. Notably, however, 
in many cases the SNP with a functional role that is most 
strongly supported by the ENCODE data (which sug­
gests that it is the causal SNP) is not the reported SNP in 
the GWAS but is instead a nearby SNP that is in LD with 
it. This shows the utility of accounting for functional  
information when searching for causal SNPs.

Alternative approaches incorporate functionally 
relevant annotations and genomic features not in the 
post-analysis steps but rather within the algorithms that 
attempt to identify the relevant SNPs (FIG. 3). Various 
annotations can be used to compute a prior probability 
for each SNP, which represents its likelihood of having 
a casual effect on gene expression. By incorporating this 
prior probability into a Bayesian approach to infer geno­
type–trait associations, a recent study108 estimated the 
enrichment of causal SNPs that can provide explanations 
for eQTLs in different regulatory annotations, while 
accounting for the uncertainty in the determination of 
these causal SNPs. When applied to lymphoblastoid cell 
lines from the International HapMap Project, these iden­
tified SNPs were shown to be enriched in open chromatin 
regions, TFBSs and known core promoter motifs, which 
hints at the biological mechanisms disrupted by these 
variants. Another study109 showed the use of incorporat­
ing prior probabilities based on regulatory annotations  
into the learning of regulatory networks.

These studies prompt the use of regulatory anno­
tations not only to pinpoint causal SNPs but also as a 
means to advance the ability to predict expression from 
sequence. A recent study110 attempted to address this 
challenging task using a different type of computa­
tional scheme — a k-nearest neighbours (KNN)-based 
approach — in which gene expression levels for some 
individuals can be predicted on the basis of their geno­
type by assessing their genotypic proximity to indi­
viduals whose genotype and expression were used to 
train the model. For genes with expression levels that 
were well predicted by this scheme — which implies 
the importance of cis-regulation to their expression 
— the predictions improved when genotypic prox­
imity was estimated from a weighted contribution 
of the participating SNPs, in which the weights were 
assigned according to genomic and functional anno­
tations. Annotations that were found to be predictive 
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include proximity to transcription start sites (TSSs), 
high regional GC content, and presence in microRNAs 
and TFBSs.

As our understanding of sequence-encoded regula­
tion advances, a wider range of regulatory annotation can  
be integrated into such studies; these annotations could 
include accurate description of TFBSs (with differential 
quantitative effects to different disruptions within sites), 
of properties of regulatory architectures (for example, 
by assessing TFBS functionality on the basis of the 

distance from another TFBS that is required to form an 
activating complex) and of sequence context features 
(for example, by accounting for perturbation of base 
pairs flanking a TFBS that is predicted to alter DNA 
shape). Thus, the improved characterization of regu­
latory sequences, together with approaches that incor­
porate this knowledge into GWASs and eQTL studies, 
offers great promise to advance the understanding of 
the mechanisms that underlie the genotype–phenotype  
transition.

Concluding remarks
Recent studies have substantially improved our ability to 
‘read’ regulatory information encoded within non-coding 
DNA sequences. Although consisting of only four ‘letters’, 
the regulatory DNA ‘language’ is complex and rich, and 
different combinations of ‘words’ have different mean­
ings that, in some cases, depend on their arrangement  
and/or appearance within a specific context. 

An additional layer of complexity arises from the fact 
that the same regulatory sequence may have different 
readouts in different trans-environments (for exam­
ple, under different concentrations of the regulators). 
Further research is required to obtain a better quantita­
tive characterization of this dependency and a principled 
understanding, if possible, of the degree to which dif­
ferent regulatory sequences lend themselves to different 
cellular interpretations.

Notably, in this Review and consistent with many 
other studies, we implicitly adopt the view that transcrip­
tional regulation is a two-step process, in which sequence 
first determines binding configurations that in turn reg­
ulate gene expression. Although beneficial as a model­
ling approach111,112, the extent to which this view indeed 
captures in vivo dynamics is unclear. Can expression 
indeed be perceived as independent of the regulatory 
sequence given a correct account of the ‘intermedi­
ate layer’ of binding? What properties should be taken 
into account in order to allow this independence? How 
do studies indicating that binding is not synonymous  
with functionality51 fit into this view?

In an analogous manner to our improved under­
standing of enhancers, our knowledge of core promoters  
is gradually improving with the characterization of 
regulatory elements113,114, properties of their arrange­
ments113 and the effects of sequence context 115 
(which influences, for example, RNA polymerase II 
(Pol II) scanning and pausing). Studies pertaining 
to long-range regulatory interactions and specifi­
cally enhancer–core promoter communication (BOX 4) 
will pave the way to a more comprehensive view of 
the combined activity of these regulatory sequences. 
Additionally, our understanding of DNA sequence 
features that can influence gene expression control 
extends beyond those related only to transcriptional 
regulation and also includes sequence properties in 3ʹ 
and 5ʹ untranslated regions, and in coding regions (for 
example, properties that affect mRNA stability116,117, 
splicing118 and translation efficiency119). Recent studies  
(such as those using genome-wide measurements of 
transcription and Pol II recruitment) also advance our  
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Figure 3 | A possible scheme for the incorporation of regulatory annotations to 
the analysis of expression quantitative trait loci.  a | The degree of association of 
different single-nucleotide polymorphisms (SNPs) to the expression level of a gene is 
depicted. b | SNPs are also examined with respect to different regulatory annotations, 
such that any given SNP is assigned a prior probability for being a causal site that 
underlies the expression quantitative trait locus (eQTL) on the basis of different 
regulatory annotations with varying weights (which reflect a general estimation of the 
prevalence of causal SNPs among each regulatory annotation that is computed on  
the basis of all genes). c | Each SNP is assigned a probability of being the causal site  
by combining the information from parts a and b, such that even if two SNPs had a 
similar degree of association with gene expression, one could receive a  
higher probability based on its regulatory annotations. ChIP–seq, chromatin  
immunoprecipitation followed by high-throughput sequencing; TF, transcription 
factor. Adapted with permission from REF. 108, BioMed Central.
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Box 4 | Combining regulatory sequences to confer long-range regulation

Unlike regulatory sequences in yeast that are generally adjacent to their target gene, enhancers in flies and mammals 
are located at varying distances from their regulated gene and form long-range enhancer–promoter interactions51,145. 
To understanding how enhancers promote gene expression, it is thus necessary to replace the conventional view of 
the genome as a linear entity with a structurally complex and dynamic view. Substantial advances were recently made 
both by microscopy-based studies and by the complementary development of chromosome conformation capture 
(3C) methods (reviewed in REFS 146,147). These methods facilitated the characterization of genome organization at 
different genomic scales146, including the recent identification of subchromosomal spatial domains (which range from 
~100 kb to megabases in size) known as topologically associating domains (TADs)146,147. TADs are characterized by 
higher frequency of intra-domain long-range associations than inter-domain associations. They are conserved to a 
large extent among cell types and between mice and humans146,147, and are also less variable than larger-scale 
structures at the single-cell level148. Notably, these methods also indicate that although enhancers do not necessarily 
interact with their nearest promoters149, the majority of interactions seem to occur within TADs146,147. This suggests that 
the identification of these domains can provide a largely cell-type-invariant repertoire of possible regulatory 
interactions, and the dynamic nature of internal interaction represents differential, cell type-specific use of this 
repertoire of interactions.

These methods therefore substantially advance our knowledge of ‘who goes with whom’, yet understanding what 
regulates these interactions and realizing their implications on gene expression remain largely open questions. 
Several studies discussed possible architectural roles of proteins that interact with the DNA, including CCCTC-binding 
factor (CTCF, for which binding sites are enriched in TAD boundaries, although they are also found within TADs)147, 
cohesin, Mediator150 and specific transcription factors that are implicated in enhancer–promoter interactions (the 
knockdown of which was found to disrupt spatial organization)146. However, their exact involvement in gene regulation 
is still unclear. Generally, little is known about regulatory sequence features (for example, motif occurrence) that 
pertain to their capacity to form different spatial organizations.

An additional layer of complexity stems from the observation that many promoters are regulated by multiple 
enhancers, which raises questions about how regulatory information is distributed and integrated. In some cases, it 
seems that proper gene expression requires information from multiple regulating enhancers, and a specific enhancer 
was shown to contribute to the formation of a ‘sharper’ border of a developmentally related pattern or to an increased 
level of expression151. In other cases, the enhancers seem to drive similar expression patterns, and the enhancer that is 
located further away (which has been commonly discovered in unexpected locations such as introns of neighbouring 
genes) is referred to as the ‘shadow enhancer’ (REFS 78,151). Several studies suggested that such enhancers may 
provide robustness to expression — a notion that was supported by the loss of their seemingly redundant nature in 
suboptimal conditions (for example, at extreme temperatures or in a compromised genetic background). One 
hypothesized mechanism proposes that reliability of gene expression is ensured in these cases by increasing the 
probability of desired enhancer–promoter interactions, thus buffering a reduction in interaction efficiency of any 
single enhancer78,147. Although this represents one example of the logic that might underlie distribution of regulatory 
information among multiple enhancers, another possible benefit may stem from the separation of binding activators 
and repressors to prevent the formation of undesired short-range interactions between regulators151.

A goal for future research is thus to advance our understanding of the relationship between sequence features — 
such as the composition, arrangement and sequence context of regulatory elements within enhancers, properties of 
core promoters and the distance between them145 — and both the formation of long-range enhancer–promoter 
interactions and the nature of information processing carried out at these regulatory sequences.

understanding of transcriptional events that result in non- 
coding transcripts, including the prevalent enhancer-
derived transcripts termed enhancer RNAs (eRNAs)120,121. 
As the functional role of eRNAs is still under investiga­
tion120,121, it is not clear whether they impose additional 
constraints on enhancer sequences and how transcript 
levels quantitatively depend on the properties of the 
enhancer. Nevertheless, the improved characterization 
of eRNAs and the ability to  to readily identify them in 
a high-throughput manner already facilitated the use of 
these RNAs for identifying enhancers120,122, which pro­
vides a complementary approach to massively parallel 
reporter assays (BOX 2). Future challenges include the 
integration of these mechanisms of regulation and addi­
tional aspects of epigenetics regulation to provide a com­
plete view of both the formation and the maintenance  
of regulatory programmes.

Importantly, this Review focused primarily on the 
effects of regulatory DNA on TF binding and gene 

expression as measured at the cell population level. A 
great challenge for coming years, which is already well 
under way, is to capture regulatory dynamics at the 
single-cell level, thus providing a deeper mechanistic 
understanding and revealing the degree of cell‑to‑cell 
variability and the exact distributions that underlie the 
population measure.

Finally, advances in our understanding of the means 
by which regulatory sequences affect various aspects of 
the transcriptional output (that is, gene expression levels, 
cell‑to‑cell variability and induction dynamics) pave the 
way for the design of regulatory sequences or circuits 
that produce a desired outcome, which has applica­
tions in both synthetic biology and gene therapy. Such 
applications are continuously emerging and are further 
facilitated by the recent development of genome editing 
tools123–126. Thus, although many open questions remain, 
we are gradually advancing in our ability to read and 
‘write’ individual genomes.
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