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Fine-grained: guarantees for each individual flow
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Move playback point around based on 
observed network delay
Gamble that network conditions will be 
the same as in the past
Are prepared to deal with errors in 
their estimate
Will have an earlier playback point 
than rigid applications

How to adapt: 
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Fine-grained: guarantees for each individual flow
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Two components
If conditions do not change, commit to 
current service
If conditions change, take steps to 
deliver consistent performance (help 
apps minimize playback delay)
Implicit assumption – network does not 
change much over time
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Different receivers have different 
capabilities and want different QOS
Changes in group membership should not 
be expensive
Reservations should be aggregate – I.e. 
each receiver in group should not have to 
reserve
Should be able to switch allocated 
resource to different senders
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One pass:
Failed requests return error 
messages - receiver must try again
No e2e ack for success
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Each guaranteed flow gets its own 
queue

All controlled load service flows and 
best effort  aggregates in single 
separate queue

Controlled load classes

Worst case delay for classes 
separated by order of 
magnitude
When high priority needs extra 
bandwidth – steals it from lower 
class

Best effort traffic acts as lowest priority class
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Fine-grained: guarantees for each individual flow
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(will pay for more plentiful bandwidth overall)
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Edge routers: Perform per aggregate shaping and policing
Mark packets with a small number of bits; each bit encoding represents 
a class or subclass

52



53



54



Admitted based on peak rate
Unused premium goes to best effort

Based on expected capacity usage 
profiles
Traffic unlikely to be dropped if user 
maintains profile
Out-of-profile traffic marked 
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A congested DS node tries to protect packets with a lower drop precedence 
value from being lost by preferably discarding packets with a higher drop 
precedence value

Implemented using RED with In/Out bit
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